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Methods for differential psychologists are the methods of all scientists: describe and test mod-
els of data. Our field is distinguished by the nature of our data and the specialized tools we use
for analysis. For the differential psychologist, data come from self-report, from observations,
from physiology, and from behavioral residues. Data are recorded over time and over space.
The challenges of collecting data are limited only by our imagination. Methods of analysis
emphasize model fitting and model evaluation.

The goals of methods in Differential Psychology
are no different from those of any other science: de-
scriptive and testable explanations of phenomena.
Methods thus involve the collection and analysis of
data. What distinguishes scientific fields from each
other, and the field of differential psychology in par-
ticular is what constitutes data, the theories of our
data, and the analytical techniques used to describe
and model data. This chapter is divided into two
main sections: the kinds and sources of data we col-
lect and the ways in which we model (analyze) the
data. In that entire text books are devoted to data
collection, to design (Shadish et al., 2001), to in-
ference (Pearl, 2000), and to each of many ways to
model data (Judd et al., 2009; Loehlin, 2004; McAr-
dle, 2009; McDonald, 1999; Mulaik, 2010; Rasch,
1960), this review will necessarily be of the basic
concepts rather than the specifics of particular meth-
ods. For a thorough discussion of research meth-
ods of individual differences that is limited to per-
sonality narrowly defined (e.g, not including intelli-
gence, interests or values) see the handbook edited
by Robins et al. (2007).
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Data = Model +Error (1)

A revolution in data analysis has occurred over
the past thirty years: the recognition that we model
data and compare alternative models to each other
(Rodgers, 2010). This approach is summarized in
Equation 1 which, if we recognize that our error is
someone else’s signal, is better expressed as Equa-
tion 2:

Data = Model +Residual. (2)

The process of research then is one of finding mod-
els that fit the data with acceptably small residual
values. “Models, of course, are never true, but for-
tunately it is only necessary that they be useful. For
this it is usually needful that they not be grossly
wrong.” (Box, 1979, p 2). The current approach
goes beyond just asking for usefulness by asking if
the specified model is better than alternative models
(Rodgers, 2010).

Coomb’s Theory of Data
and Cattell’s Data Box

The left hand sides of Equations 1 and 2 are Data.
What are the data that we collect? At an abstract
level, data can be organized along three different di-
mensions: type of comparison (order versus prox-
imity), the elements being compared (people, ob-
jects, people x objects) and the number of compar-
isons (one or more) (Coombs, 1964). Within this
framework, a person can be said to be more than
an object (e.g., if passing an ability test item) or

1



2 REVELLE, CONDON, WILT

to be near an object (if endorsing an attitude item),
and one person can prefer one object to another ob-
ject (be closer to one attitude than another) or have
a stronger preference than someone else. People
can also differ in the way they group objects. The
Coombs (1964) model continues to be used within
psychometrics by virtue of the distinction between
ability and preference items in item response the-
ory (Chernyshenko et al., 2007) and in terms of in-
dividual differences in multidimensional scaling of
situational stress.

Cattell’s data box (Cattell, 1946) emphasized
three sources of data: People, Tests, and Occasions
and considered how correlations can be taken be-
tween tests and across people at one occasion (R
analysis), just as correlations can be found between
people across tests (Q analysis), or tests can be cor-
related within people across occasions (P analysis),
etc. Subsequently, Cattell (1966) expanded the data
box to include Background or preceding variables
as well as Observers. The data box concept has been
used throughout differential psychology to demon-
strate the many ways of analyzing data, but the pri-
mary influence has probably been on those who
study personality and cognitive development and
change over the life span (McArdle & Bell, 2000;
Mroczek, 2007; Nesselroade, 1984).

Methods of data
collection

Individual differences can be assessed by asking
people about themselves (their identity) and other
people (their reputation) or by observing behav-
ior (what people or other animals do), physiology
and behavioral residues. Of these, the predominant
method is probably that of self report, through the
use of either questionnaires, projective instruments,
or narratives.

Self report

“Do you get angry easily?”, “Do you find it diffi-
cult to approach others?”, “Do you make people feel
at ease?”, “Do you do things according to a plan?”,
“Do you carry the conversation to a higher level?”.
These are typical self report items taken from the
International Personality Item Pool (IPIP, Goldberg,
1999). They follow the basic principle that if you
want to know something about someone, ask them.
With the instruction to answer the way you normally

behave, these measures of trait Neuroticism, Ex-
traversion, Agreeableness, Conscientiousness, and
Openness show stability over long periods of time
and correlate with suitable behavioral observations
and other reports (Roberts et al., 2007). In contrast
to measures of ability, these items are thought to
measure typical performance. In other words, they
measure how one usually thinks, feels and behaves
rather than how well one can think.

A similar example would include self-report
items that allow inference about the internal states
of Energetic Arousal or Tense Arousal (Schimmack
& Reisenzein, 2002; Thayer, 2000). When asked
about energetic arousal (how alert, active or vigor-
ous one feels in contrast to sleepy, tired or drowsy)
or tense arousal (anxious, worried or tense versus
calm or relaxed), subjects’ scores will change over
the day and in response to factors such as caffeine,
exciting or depressing movies, and exercise (Rev-
elle, 1993).

These items are direct and obvious. They may
be formed into scales using factorially homogenous
keying (Goldberg, 1972), also known as an induc-
tive strategy (Burisch, 1984). Classic examples of
such inventories are the Eysenck Personality Inven-
tory (EPI, Eysenck & Eysenck, 1968), the NEO-PIR
(Costa & McCrae, 1985), and the sixteen Personal-
ity Factors (16PF, Cattell & Stice, 1957). Some in-
ventories, however are developed using the empiri-
cal or external strategy of finding items that distin-
guish known groups from people in general, e.g.,
the MMPI (Hathaway & McKinley, 1943) or the
Strong Vocational Interest Inventory (Strong, 1927).
They also differ from rational or deductively con-
structed tests such as the California Psychological
Inventory (CPI, Gough, 1957) or the Personality
Research Form (PRF, Jackson, 1967).

The advantages and disadvantages of empiri-
cal, rational, and homogenous keying techniques
were well reviewed by Goldberg (1972), Hase &
Goldberg (1967) and Burisch (1984). In general,
rational and factorial techniques work better for
predicting more predictable criteria, but empiri-
cal/external techniques are better able to predict
very unpredictable criteria (e.g., dropping out of
college). Tests assessing interests (Holland, 1959,
1996; Strong, 1927) have traditionally used empiri-
cal scale construction methods and have incremen-
tal validity when predicting diverse criteria such as
success in graduate school (Kelly & Fiske, 1950).
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Some question how self reports can be valid
given the tendency to dissimulate or self enhance.
R. Hogan & Nicholson (1988), R. Hogan & Kaiser
(2005), and R. Hogan (2007) address this issue
for predicting real life criteria (leadership effective-
ness in organizations). Self report measures are
quite successful at predicting this important crite-
rion. J. Hogan et al. (2007) directly address the
problem of faking and report that it was not a prob-
lem for selecting job applicants for security posi-
tions.

Constructing self report inventories. Practical
advice for constructing self report inventories for
the differential psychologist (e.g., Clark & Wat-
son, 1995; Simms & Watson, 2007; Watson, 2005)
emphasizes starting with a good theoretical under-
standing of the constructs to be measured and the
population of interest, writing items that are clear
and readable, examining the internal structure of the
items, purifying the scales developed, checking for
external validity in terms of correlations with crite-
rion groups, further refinement of items and finally
extensive documentation. Issues to consider include
breadth of items, definition of facets of the con-
struct, clarity of wording of items, response analysis
using IRT technique, suitability for the target pop-
ulation and evidence for convergent, discriminant,
and construct validity. Types of item selection tech-
niques include empirical based upon known groups,
homogeneous, based upon the factor/cluster struc-
ture of the domain of items, or just rational choice
based upon theory.

Narratives

Narrative approaches to individual differences
have grown in popularity in recent years. Re-
searchers collecting narrative data typically do so
as a means to assess how people make sense out
of their lives (Pasupathi & Hoyt, 2009). Therefore,
the preferred units of analysis are life-stories or dis-
crete scenes from one’s life-story. Many narrative
researchers work from the perspective of narrative
identity (McAdams, 2008): from this perspective,
the psychological construction and telling of a life
story brings together one’s remembered past and
imagined future into a narrative identity that poten-
tially provides life with some degree of unity, mean-
ing, and purpose (Singer, 2004). Life stories fea-
ture particular scenes occurring at different times in

one’s life and, like any good story, convey a variety
of themes through its structure, characters, and plot
(McAdams, 1993).

Due to the massive amount of scenes, events,
and memories a person accumulates throughout a
lifetime, quantitative analysis of narrative identity
at first seems a daunting undertaking. Indeed, the
cumbersome methods of the case study and the
study of single lives are more amenable to qual-
itative analysis. However, modern narrative re-
searchers have been up to the task, as the past two
decades have seen steady growth in creative, quan-
titative methodologies to analyze narratives.

One fruitful approach to dealing with the prob-
lem of scene selection is the introduction of the
standardized life story interview (McAdams et al.,
1997) in which people narrate a set of important
scenes in their lives (high points, low points, turn-
ing points, vivid memories from childhood, ado-
lescence, adulthood, and an imagined future scene)
and trained human coders assess these scenes for
structural and thematic elements. Studies em-
ploying this approach aggregate scores for such
themes as emotional tone, complexity, and coher-
ence (McAdams, 1993). Another approach for ana-
lyzing narratives, which focuses on the importance
of individual scenes rather than the entire story, is to
have people narrate a self-defining memory (Singer
& Blagov, 2004). Self-defining memories are es-
pecially emotional and vivid scenes that commu-
nicate how people came to be who they are today
and may be coded similarly to the scenes in the life
story interview. An innovative method of assess-
ing narrative data is to code how people think about
their own narratives, termed autobiographical rea-
soning (Habermas & Bluck, 2000). The process of
autobiographical reasoning is analogous to telling
a meta-narrative, as people reflect and comment on
the meaning of different scenes in their own narra-
tives and what implications those scenes may have
(McLean, 2005). Still others obviate the need for
human coders by taking advantage of the ability of
computerized text analysis programs to count words
relevant to various thematic categories (Pennebaker
et al., 1997). For example, researchers interested in
how much positive emotional content is conveyed
in a narrative have the ability to count how many
positive emotion words such as happy, joy, or elated
appear in their participants’ narratives.
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Ability tests

The typical self report inventory measures what
people normally do. Ability tests measure how well
they can do. Originally developed as predictors of
poor school performance, ability tests such as the
SAT and GRE have become standard predictors of
college and graduate student performance (Kuncel
et al., 2001, 2007). Commercial IQ tests are given in
most clinical assessments. Within the field of cogni-
tive abilities, there have been two broad traditions,
the psychometric measurement oriented approach
and the cognitive processes approach. With a better
understanding of the cognitive processes involved in
ability tests, it is thought possible to combine cogni-
tive theory with advanced psychometric principles
(e.g., Item Response Theory) to create more effi-
cient testing instruments (Embretson, 1998). Unlike
the open source IPIP (Goldberg, 1999) there does
not seem to be a public domain set of ability items
that different labs can use. Rather, there are sets
of commercial tests, both individualized and group
forms that need to be purchased, or “home brew”
tests that are unique to particular lab groups.

A fundamental assumption of ability tests is that
performance is not affected by motivational state
and that all participants are performing at the best
of their ability. This is, however, not true. See
Revelle (1993) for compelling evidence that moti-
vational states associated with caffeine or diurnally
variable energetic arousal affects ability test perfor-
mance by up to one standard deviation. Individ-
ual differences in anxiety and stereotype threat have
also been shown to affect cognitive performance,
even on high stakes testing.

Other report

The ratings of professional psychologists (Fiske,
1949), of teachers (Digman, 1963), of peers (Nor-
man, 1963, 1969; Tupes & Christal, 1961), or of self
show a remarkable degree of consistency in identi-
fying 5 broad factors of behavior (Digman, 1990).
These five have become known as the ‘Big 5’ di-
mensions of personality (Digman, 1990; Goldberg,
1990). However, not all find such a simple five di-
mensional solution. Walker (1967) when compar-
ing teacher, peer and self ratings among elementary
school children showed consistency in identifying a
two dimensional circumplex structure with primary
axes that could be interpreted as activity and neu-

roticism. With the use of appropriate internet tech-
niques, it is relatively easy is to get useful informant
reports (Vazire, 2006).

Behavioral observation
Self-report and to a lesser extent other-report

have been the most prominent ways of assessing
personality, however, perhaps the most intuitive
way to do so is to observe how people actually be-
have. This sound reasoning underlies the use of be-
havioral observation. Although intuitive, behavioral
observation has rarely been employed, due in part
to the relatively high costs associated with devis-
ing a viable behavioral observation scheme (Fun-
der, 2001). Indeed, it is much more difficult to de-
velop a system for coding behavior, train coders,
and actually conduct observations than it is to have
individuals or informants fill out global personal-
ity ratings (Furr & Funder, 2007). Notwithstand-
ing these costs, behavioral observation is worth pur-
suing for the simple reason that actual behavior is
what psychologists really care about (Baumeister
et al., 2007). Thus, behavioral observation may be
held as a gold standard in differential psychology.

Behavioral observation may occur in natural set-
tings or in laboratory settings. A longstanding goal
of differential psychology is to predict what peo-
ple do in naturally occuring environments, how-
ever, it is obviously difficult to collect such data
in a non-intrusive way. A new methodology called
EAR (Mehl & Pennebaker, 2003) relies on a small
recording device that is programmed to turn on and
off throughout the day, recording for a few minutes
at a time, producing objective data in natural en-
vironments. Laboratory based methods of behav-
ioral observation by definition lack some of the ex-
ternal validity of naturalistic studies but offer con-
trolled environments in which to examine behavior.
The German Observational Study of Adult Twins
(GOSAT) project of Borkenau et al. (2001) has had
participants take part individually in structured lab-
oratory activities designed to elicit behaviors rele-
vant to the Big 5. Extending Borkenau et al. (2001)
methods, Noftle & Fleeson (2010) have recently
reported the first results of a large scale observa-
tional study of people interacting in group activi-
ties; these studies observed not only content of be-
havior but how much behavior varies as a function
of age across adulthood. Behavioral observation in
the lab is not limited to adults, as exemplary studies
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conducted by Emily Durbin and colleagues (Durbin
et al., 2007; Durbin & Klein, 2006; Durbin et al.,
2005) have used standard laboratory tasks designed
specifically to elicit behavior related to childhood
temperamental characteristics.

In each of the aforementioned studies, re-
searchers had to make difficult decisions about what
to observe. Indeed, no one study is large enough
to catalogue all behaviors; thus, it is important to
carefully consider theoretical reasons for choosing
variables. Oservational studies may assess discrete
behaviors (e.g., smiles) by counting the frequencies
of their occurrence, or by having observers make a
single rating of a target on behavioral dimensions
(Borkenau et al., 2004). Coding systems for behav-
ior/emotion are available, with the Riverside Behav-
ioral Q-Sort (Funder et al., 2000) and the Facial Ac-
tion Coding System (FACS) developed by Ekman
et al. (1978) as perhaps the best known and well-
validated measures. Choices also have to be made
about how many observers to employ, who should
observe the target behavior, and whether observa-
tion should be done live or from videorecordings
(Furr & Funder, 2007). These choices should be
guided by the theoretical questions each study is at-
tempting to answer. It is also important to assess the
quality of coded data; indices of inter-rater agree-
ment are typically computed as intraclass correla-
tions (Shrout & Fleiss, 1979), which may be com-
puted in various ways in order to best suit the struc-
ture of one’s coding system. The recent increase
in commitment to behavioral observation and ad-
vances in technology making this method more fea-
sible are moving differential psychology toward a
becoming a more mature science of actual behavior.

Physiological measures
The utilization of physiological measures is typ-

ically done with the purpose of discovering the
biological basis or etiology of individual differ-
ences (Harmon-Jones & Beer, 2009). Neuroimag-
ing techniques are among the most popular physio-
logical measures employed; the specific neuroimag-
ing technique used in a particular study depends
on the theoretical question the study is designed
to investigate. Researchers interested in how brain
structure relates to individual differences rely on
Magnetic Resonance Imaging (MRI) in order to
generate detailed images of the brain (DeYoung
et al., in press). Studies concerned with brain

activity may use functional MRI (fMRI) (Canli,
2004). fMRI relies on the blood oxygen level de-
pendent (BOLD) contrast effect to measure blood
flow as an indicator of brain activity. Another way
that differential psychologists measure brain activ-
ity (D. L. Johnson et al., 1999) is Positron Emis-
sion Tomography which detects gamma rays emit-
ted from a tracer introduced to the body to gener-
ate images. fMRI and PET have good spatial res-
olution but poor temporal resolution; therefore, re-
searchers interested in measuring brain processes as
they occur (Wacker et al., 2006) may prefer to use
electroencephalography (EEG). EEG records elec-
trical activity along the scalp generated by neurons
firing in brain and has good temporal resolution
but poor spatial resolution. A popular physiolog-
ical measure outside of the brain is salivary corti-
sol (Chida & Steptoe, 2009), which relates to Hy-
pothalamic Pituitary Axis stress-response. Other
physiological measures showing reliable individual
differences include body temperature (Baehr et al.,
2000), blood pressure, heart-rate, skin conductance,
and eye-blink startle response (Diamond & Otter-
Henderson, 2007).

Remote data collection
Perhaps the most challenging methodological

question for personality researchers is the desire to
assess individual differences in a manner that holis-
tically reflects all the relevant aspects of personal-
ity through the use of assessment tools with fine-
grain accuracy. In fact, this is generally not pos-
sible due to limitations regarding the number of
items that individual participants are willing to take.
The historical resolution of this challenge has been
the pursuit of accurate data which is limited to a
unique domain. Today, it is possible to meet this
challenge through the use of remote data collec-
tion procedures and the combination of responses
from vastly greater sample sizes. The technique of
Synthetic Aperture Personality Assessment (Revelle
et al., 2010) gives each participant a small subset
of items from a larger item pool, and then com-
bines these responses across subjects to syntheti-
cally form very large covariance matrices.

The main source of remote data collection comes
from survey-oriented, web-based studies. Though
the use of internet samples is appealing in terms of
the ease of collection and the diversity of samples
(Gosling et al., 2004), this relatively new method
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does present some unique challenges. Of consid-
erable importance is the implementation of safe-
guards against the incidence of repeated participa-
tion by the same subject. The incidence of more
insidious concerns (such as misrepresentation or
item-skipping) is more difficult to avoid and must
therefore be taken into account during data analysis
(J. A. Johnson, 2005). In addition, traditional paper-
and-pencil measures do not always transfer to elec-
tronic formats without distortion and, even when
such migrations are possible, care must be taken to
maintain validity (Buchanan et al., 2005). To this
end, a large number of scales are accessible in the
public domain through the central IPIP repository
(Goldberg et al., 2006).

While the web-based studies are the primary
source of growth within the use of remote data
collection, several other technologies contribute to
this methodology. Some of these measures are ad-
dressed below in the context of longitudinal stud-
ies. Notably, recent advances in “self-tracking”
technologies provide more reliable replacements to
diary-based studies of behavioral and affective mea-
sures. One example of this technology is the elec-
tronically activated recorder (EAR) employed by
Mehl et al. (2007). Research based on the use of
this device to date have explored differences in the
conversational habits across gender and well-being.

National and international surveys

One consideration for researchers who are inter-
ested in exploring individual differences in longi-
tudinal research is that data from some studies are
openly accessible. For instance, the U.S. Bureau of
Labor Statistics allows free access to the results of
several longitudinal surveys (though some datasets
may require application). Examples of these stud-
ies include the National Longitudinal Survey of
Youth (NLSY79), which has tracked about 13,000
young men and women since 1979 and their bio-
logical children since 1988 (Harvey, 1999). Many
other countries (including Britain, Australia, Korea,
Switzerland, Canada and Germany) offer compara-
ble datasets which are openly available or can be ac-
cessed through the Cross-National Equivalent File
(Burkhauser & Lillard, 2007). Of course, many re-
search topics are not amenable to the use of pre-
existing datasets. When appropriate however, these
resources can be a practical and invaluable means of

conducting longitudinal or cross sectional analyses
in a fraction of the time that is typically required.

In addition to these longitudinal data sets, large
scale assessments often make use of multiple data
collection methods. The Programme for Interna-
tional Student Assessment (PISA) for example, em-
ploys both survey methods (for collecting infor-
mation about participants’ backgrounds and opin-
ions) and behavioral methods (for testing partici-
pants’ aptitude in mathematics, reading, science and
problem-solving skills). The data from PISA as-
sessments, which are conducted with 15 year old
participants every three years in as many as 65 coun-
tries, are disseminated by the OECD and freely
available for analysis (Anderson et al., 2007). See
(e.g., Hunt & Wittmann, 2008) for an examina-
tion of the relationships between national intelli-
gence, levels of educational attainment and national
prosperity. A variety of other topics are covered
through similar assessments by national and inter-
national agencies, including the International Mon-
etary Fund, the World Health Organization and the
United Nations. Despite lacking the flexibility of
customized designs, use of such data allows for in-
sightful comparative analyses across countries and
large groups.

Animal research
As it has with other fields, the study of animal

behavior offers individual difference researchers the
opportunity to design experiments which would
be impractical or unethical with human subjects
(Vazire et al., 2007). Until recently the use of an-
imal research to study differential psychology was
primarily in lesion and drug studies (e.g., Gray,
1982; Gray & McNaughton, 2000) or in multi-
generation selection studies for reactivity in the
rat (Broadhurst, 1975). Observational studies of
ongoing behavior in non-human animals in un-
restricted environments has been relatively lim-
ited, having been constrained by measurement chal-
lenges (Gosling & Vazire, 2002) and the “specter of
anthropomorphism” (Gosling & John, 1999). Re-
search to date has included such obvious subjects as
dogs and chimpanzees in addition to more surpris-
ing choices, such as snakes and octopuses (Gosling,
2001) or the pumpkin seed sunfish (Coleman & Wil-
son, 1998). Such animal research are currently lim-
ited to the use of observational behavioral reports
and include a number of unique challenges (Vazire
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et al., 2007). It is likely however that the ability of
animal research to contribute to the study of human
personality will increase over time as best practices
are identified and further developed.

Types of designs

As has been ruefully commented upon many
times (Cronbach, 1957; Eysenck, 1966; Vale &
Vale, 1969), the broad field of psychology has rep-
resented two seemingly antithetical approaches: the
experimental and the observational. Reconcili-
ations and unifications of these approaches have
been repeatedly called for (Cronbach, 1957, 1975;
Eysenck, 1997) with limited success (Revelle &
Oehleberg, 2008). Both approaches have the same
goal: to identify (causal) sources of variance uncon-
founded with other variables.

The classic difference between these two ap-
proaches has been an emphasis upon central ten-
dencies versus variation, between statistics empha-
sizing group differences (t and F) versus those em-
phasizing variation and covariation (σ2 and r). But
with the realization that these statistics are all spe-
cial cases of the general linear model it became
clear that the difference was not one of analysis, but
rather of theory testing.

Experimental approaches

The essence of an experimental approach is
random assignment to condition. Randomization
serves to break the correlation between experimen-
tally manipulated Independent Variables (IVs) from
non-observed but potentially Confounding Vari-
ables (CVs). The set of potentially confounding
variables is infinite, but includes individual differ-
ences in age, sex, social status, education, prior ex-
perience, and motivation as well as situational vari-
ables such as time of day, immediate past experi-
ence, interactions between subject variables and ex-
perimenter characteristics (e.g., sex of subject inter-
action with sex of experimenter). By randomly as-
signing participants to experimental conditions, the
expected value of the correlation of the IV with the
CVs is zero. Although never actually zero, as sam-
ple size increases, the unobserved confounding cor-
relations will tend towards zero.

Person by condition interactions

Experimental approaches to the study of individ-
ual differences would seem oxymoronic, for how
can we randomly assign individual differences? We
can not. But we can investigate the relationship be-
tween individual differences and the experimentally
manipulated conditions to test theories of individual
differences. The power of interactions between in-
dividual differences (sometimes called Person Vari-
ables or PVs) and our experimental IVs is that the
PV * IV interaction allows for a clearer understand-
ing of the limits of the effects of both. Interactions
show the limit of an effect. By having an inter-
action, we can rule out many extraneous explana-
tions. That introversion is associated with better
performance on exams could be because introverts
are smarter than their more extraverted colleagues.
But with a stress manipulation that reverses the rank
orders of introversion and performance, we can rule
out an ability explanation (Revelle et al., 1976).

Between-person vs. Within-Person. Individ-
ual differences researchers study factors that vary
across individuals (between-person variability) and
factors that vary across time and situation within
the same individual (within-person variability)1. It
is important to realize that, although the between-
person relationship for two variables will mirror
the within-person relationship for those variables in
some instances, this is not a necessarily the case
(Fleeson et al., 2002). Thus, for the same reason that
questions pertaining to between-group and within-
group relationships must be analyzed separately, so
must investigations of between-person and within-
person relationships.

Lab based

The power of interactions of a experimental vari-
able with an individual difference variable was
shown in a series of experimental studies examin-
ing the effect of caffeine induced arousal on cog-
nitive performance. Rather than finding any main
effects of individual differences or of caffeine it be-
came clear that caffeine enhanced performance for
some of the people, some of the time. The first study

1 Sometimes between-person variability is referred to
as interindividual variability, whereas within-person vari-
ability is referred to as intraindividual variability
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in this series showed that caffeine and time pres-
sure hindered the performance on a complex test
similar to the Graduate Record Exam about .6 stan-
dard deviations for the most introverted participants
while simultaneously enhancing performance about
the same amount for the more extraverted partic-
pants (Revelle et al., 1976). This was initially taken
as evidence in favor of the arousal model of extrave-
sion (Eysenck, 1967). But with further examination,
this effect was true only in the morning, and only
true for the impulsivity sub-component of extraver-
sion (Revelle et al., 1980). This led to a rethinking
of the arousal model as well as to a reconceptual-
ization of the measurement of extraversion (Rock-
lin & Revelle, 1981). Indeed, further experiments
involving the interactions of anxiety with feedback
manipulations, and the demonstration of the inde-
pendence of these effects from the caffeine effects
led to a theory integrating trait and state individual
differences with situational stressors and cognitive
processes (Humphreys & Revelle, 1984).

Lab based studies have long been a staple of re-
search investigating Reinforcement Sensitivity The-
ory (??). Recent studies attempting to integrate the-
ories of functional impulsivity with RST (Smillie
& Jackson, 2006) and test whether fear and anxiety
originate from separable neurobehavioral systems
described by RST (Perkins et al., 2007) continue in
this tradition. Additionally, research on individual
differences in anxiety (Wilt et al., in press) exem-
plify the wide range of experimental methods avail-
able (Armstrong & Olatunji, 2009; Fox et al., 2001)
to differential psychologists.

Randomized field studies
Although typically associated with lab based

studies, experimental design also enhances field
studies (Cook et al., 1979). Consider the effect of
anxiety on student performance in a gateway sci-
ence course (in this case, a year long course in bi-
ology is a requirement for a major in biological sci-
ences, Born et al., 2002). Prior work had suggested
that performance is enhanced for women and mi-
nority students when assigned to study groups. To
avoid confounding with a ‘volunteer effect’, Born
et al. (2002) examined how study groups inter-
acted with anxiety and gender by randomly assign-
ing volunteers to study groups or a control con-
dition. At the end of the year they were able to
disentangle the study group effect (by comparing

those randomly assigned to study groups and their
randomly matched controls) from the volunteer ef-
fect (by comparing volunteers not assigned to study
groups with non-volunteers).

Many long term health studies have randomly
assigned participants to condition. When analyz-
ing these data, it is tempting just to include those
who follow the research protocol. Unfortunately,
this is where individual differences become very
important, for it has been found that conscientious
placebo takers have reduced mortality rates com-
pared to their non-adherent counterparts (Gallagher
et al., 1993; Horwitz et al., 1990; Irvine et al., 1999)
That is, the behavioral correlates of personality can
swamp any effects due to an experimental manipu-
lation.

Observational approaches

In contrast to experimental studies which can ex-
amine the causal relationship between environmen-
tal manipulations and individual performance, ob-
servational studies try to infer latent states based
upon the covariance of various measures at one time
or the patterning of results across time.

Cross sectional studies

Far more than any other type of design,
cross-sectional studies represent the predominant
approach for researching individual differences.
When employed to its full potential, a single cross-
sectional design has the power to capture a wide
variety of correlations across multiple domains and
emphasize the relevance of individual differences in
the process. Most of the published literature reflects
this approach and does not need to be discussed
here.

Longitudinal studies

Though substantially outnumbered by cross-
sectional designs, longitudinal studies have played
a crucial role in the evolution of differential psy-
chology as a field. The primary reason relatively
few researchers have employed longitudinal designs
historically is because they require a greater com-
mitment of resources and are therefore thought to
introduce incremental risk, especially in academic
environments where funding is uncertain and career
development is often tied to publication. However,
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it’s also the case that carefully constructed longi-
tudinal studies can be considerably more powerful
than cross-sectional designs and that this incremen-
tal power should be taken into account when com-
paring the merits of both approaches (Costa & Mc-
Crae, 1992). While longitudinal studies may in-
troduce new confounding variables, they typically
reduce the variance of cross-sectional measures of
a given construct by virtue of repeated measures.
More importantly, they allow researchers to gather
data on many topics (e.g. the stability of traits over
the lifespan) which cannot be adequately addressed
with cross-sectional approaches.

Longitudinal methods represent “the long way”
of studying personality (Block, 1993), and in some
cases those lengths have extended well beyond fifty
years. Though able to inform a number of important
issues, the explicit - and perhaps most important
- goal of these long-term studies is to identify the
factors that lead to longer and healthier lives. For
instance, several prominent examples of longitudi-
nal research have explored the relationship between
intelligence, morbidity and mortality, a field re-
cently referred to as cognitive epidemiology (Deary,
2009).

Based on the Scottish Mental Health Surveys of
1932 and 1947 and subsequent follow-ups, findings
from Deary et al. (2004) demonstrate the higher
intelligence levels in youth are predictive of both
survival and functional independence in old age.
An earlier example is Terman’s Life-Cycle Study,
which began in 1921 and tracked high IQ school-
children until their deaths (Friedman et al., 1995;
Terman & Oden, 1947). Though measures used by
Terman were less developed than those in use today,
they were progressive for their time and sufficient
for correlating life expectancy outcomes with sub-
sequently developed personality constructs such as
the Big Five. Most notably, the findings include cor-
relations between longevity, conscientiousness and
a lack of impulsivity.

Within the field of cognitive epidemiology, many
researchers are using longitudinal methods to fur-
ther specify the factors which mediate life out-
comes. In terms of the differential effects of matu-
rational and generational changes, Elder (1998) has
performed comparative analyses across longitudi-
nal studies with the Terman Life-Cycle Study and
the Berkeley Institute studies, which tracked chil-
dren born approximately 10 and 20 years after the

“Termites” (Block, 1971; Elder, 1998). On the ba-
sis of the age differences across these samples, El-
der has focused his analysis on the differential de-
velopmental impacts of the Great Depression and
World War II (Elder, 1998; Elder et al., 1994). In the
case of WWII, sample participants who were older
when entering military service paid a higher price
in terms of health outcomes and career interruption
than those who entered at younger ages (Elder et al.,
1994). His findings suggest that even global, his-
torical events of this nature can have non-uniforms
effects across populations which are largely depen-
dent on age.

While comparison across different longitudinal
designs is one method of examining cohort ef-
fects, the Seattle Longitudinal Study achieved simi-
lar comparisons in a single study through the use of
sampling with replacement (Schaie, 1994). In ad-
dition to repeated assessment of the initial sample,
finding from the SLS have been meaningfully in-
formed by the addition of new participants at each
seven-year assessment. In all cases, participants
have been drawn from the membership of a HMO
group in the Seattle, Washington area and include a
wide variety of professionals (from white- and blue-
collar jobs) and their family members. Despite this
limited commonality, each assessment group has in-
cluded participants reflecting a wide range of ages.

Chief among the findings of the SLS is the pres-
ence of substantial generational differences across
the six latent constructs according to participants’
birth year. In other words, it’s not only the case that
participants’ intellectual abilities vary by age but
they also vary differentially from one generational
cohort to the next. While several factors have been
proposed to explain this effect (Flynn, 1987, 1999,
2000), correlational data from the SLS suggest that
improvements and exposure to formal education are
explanatory factors. In any case, the SLS highlights
the unique power of longitudinal studies by suggest-
ing that prior cross-sectional studies which explored
age-related declines in cognitive ability may inaccu-
rately estimate the degree of decline due to cohort
differences (Schaie, 1994).

Among more recent longitudinal research, the
Study of Mathematically Precocious Youth (SMPY)
was begun by Stanley in 1971 and continued by
Benbow, Lubinski, and their collaborators (Benbow
et al., 1996) with the intent of identifying and ad-
dressing the educational needs of mathematically
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gifted children. Though the scope of the study was
later broadened slightly to include the needs of chil-
dren who are gifted in other domains (Lubinski &
Benbow, 2006), SMPY remains distinguished by
the depth with which it has explored the relation-
ship between the ability, temperament and inter-
ests of uniquely gifted children. Assessment is on-
going, but findings from SMPY will undoubtedly
inform recent efforts to encourage greater interest
among students in science, technology, engineering
and mathematics (the “STEM” areas).

Brief with-in subject studies. The process of
tracking subjects over long periods is both the pri-
mary advantage of longitudinal studies and the pri-
mary reason why they are not more widely imple-
mented. Not only is it more costly and arduous to
maintain contact with participants after the initial
phase of data collection, but longitudinal designs
seldom produce meaningful findings over a short
time horizon (Costa & McCrae, 1992). One means
of mitigating this aspect of longitudinal design is to
limit the duration of the study and/or increase the
frequency of data collection.

When the duration of study and frequency of
data collection are drastically changed, as occurs
in brief with-in subject studies, the resulting design
may no longer appear longitudinal in nature (though
still clearly distinct from cross-sectional). Studies
of this type assess participants at very short inter-
vals for a period of days or weeks and are used to
explore the ways that behavior is effected by tran-
sient affective states, motivational pressures and di-
urnal rhythms. Of course, these designs cannot as-
sess the long-term stability of attributes like typical
longitudinal studies but this trade-off is acceptable
when studying fine-grained behavioral patterns that
are often lost between the infrequent measurement
intervals of long-range studies.

Historically, experiments of this nature were re-
stricted to the use of diary formats and suffered from
issues related to data quality as a result. Fortunately,
the introduction of several new technologies in re-
cent years has helped to increase the ease of us-
ing this methodology. While cell phones are the
most ubiquitous form of these technology, the list
includes a broad array of self-tracking tools capable
of measuring an increasing number of behavioral
and interpersonal activities.

Of course the use of these technologies with lon-

gitudinal designs of longer durations is possible as
well, but there are limits to the participants’ willing-
ness to devote their free time to academic research.
While some existing technologies are able to collect
and upload data via the Internet with minimal hu-
man involvement, the most germane data typically
requires a degree of self-reflection on behalf of the
participant. In this respect, long-term studies with
high frequencies of data collection are not likely to
employ current personality measures.

Nevertheless, the implementation of new data
collection technologies will almost certainly influ-
ence the evolution of data collection techniques,
and there is reason to believe this will be especially
true in relation to brief within-subject designs. One
hopes that further innovative development of these
technologies will lead to exciting advances in per-
sonality research.

Methods of analysis
If Data = Model + Residual, the fundamental

question of analysis is how to estimate the model?
This depends, of course, on what the model is, but in
general the method is to use the appropriate compu-
tational tool, whether this is a graphical description
of the data or multi-wave, multi-level latent class
analysis. For almost all problems facing the individ-
ual difference researcher, the appropriate computa-
tions can be done in the open source statistical sys-
tem, R (R Development Core Team, 2009). Devel-
oped by a dedicated group of excellent statisticians,
R has become the lingua franca of statistics and is
becoming more used within psychology. In addition
to the basic core R program which is freely avail-
able for download from the web, there are more than
2,000 specialized packages developed for different
applications. A growing number of these packages
are devoted to the problems of data analysis faced
by the individual differences researcher (e.g., the
psych package by Revelle, 2010). R is not only free
but is also very powerful, it is the statistics system
of choice for individual differences research.

Summary statistics and the problem of scal-
ing

The most simple model of data is just the cen-
tral tendency. But depending upon distributional
properties such as skew, the two most common es-
timates (mean and median) can give drastically dif-
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ferent values. Consider the case of family income in
the United States according to the U.S. Census from
2008. Although mean family income was $66,570,
median income was just $48,060. Any analysis us-
ing income as a covariate needs to take into ac-
count its log-normal characteristics. Besides offer-
ing graphical tools to detect such skewness, R has
many ways to transform the data to produce “better
behaved” data.

Non-linearities of the relationship between the
latent variable of interest and the observed variable
can lead to “fan-fold” interactions between ability
and experimental manipulations (or just time) that
suggest that individuals with higher initial scores
change more or less than individuals with initially
lower scores. Consider the hypothetical effect of
one year of college upon writing and mathematics
performance. Writing scores at one university go
from 31 to 70 for an increase of 39 points but at
another the scores go from 1 to 7 for an increase
of 6 points. Most people would interpret this inter-
action (a gain of 39 versus a gain of 6 points) to
reflect either the quality of instruction or the quality
and motivation of the students. But when the same
schools show that math scores at the first university
improve just 6 points from 93 to 99 while going up
39 points (from 30 to 69) at the the other school,
they interpret this change as representing a ceiling
effect for the math test. But this interaction is ex-
actly the same (although reversed) as the previous
one. Such interactions due to the properties of the
scale are also called floor and ceiling effects than
can be eliminated with the appropriate monotone
transformation. Unfortunately, these tend to be ap-
plied only if the interaction goes against expectation
(Revelle, 2007).

The correlation coefficient and its nearest
relatives

Sir Francis Galton may be credited with devel-
oping the theory of the correlation coefficient in
his paper on “co-relations and their measurement”
(Galton, 1888) which followed his paper (Galton,
1886) discussing the “the coefficient of reversion”.
Although the correlation was originally found by
graphically fitting slopes to the medians for differ-
ent values of the predictor (Galton, 1888), Pearson
(1896) introduced the correlation coefficient bear-
ing his name as the average cross product (the co-

variance) of standard scores

rxy =Covzxzy =Cov x
σx

y
σy

=
Covxy

σxσy
(3)

and then Spearman (1904b) introduced the formula
to psychologists in terms of deviation scores

r =
∑xiyi√
∑x2

i ∑y2
i

. (4)

It is Equation 4 that is most useful for seeing the
relationship between the Pearson Product Moment
Correlation Coefficient and a number of other mea-
sures of correlation (Table 1). When the data are
continuous, r is known as a Pearson r. If the data are
expressed in ranks, then this is just the Spearman
rho. If X is dichotomous and Y continuous, the re-
sulting correlation is known as a point bi-serial. If
both X and Y are dichotomous, the correlation is
known as Phi (φ ). All of these use the same for-
mula, although there are shortcuts that used to be
used. Three additional correlation coefficients are
listed which with the assumption of bivariate nor-
mality are equivalent to a Pearson r.

Researchers with an experimental bent tend to re-
port seemingly different statistical estimates of the
effect of one variable upon another. These are, how-
ever, merely transformations of the Pearson r (Ta-
ble 2). Useful reviews of the use of these and other
ways of estimating effect sizes for meta-analysis in-
clude Rosnow et al. (2000) and the special issue
of Psychological Methods devoted to effect sizes
(Becker, 2003).

With an appreciation of the different forms of the
correlation it is possible to analyze traditional data
sets more appropriately and to reach important con-
clusions. In medicine and clinical psychology for
example, diagnoses tend to be categorical (someone
is depressed or not, someone has an anxiety disorder
or not). Co-occurrence of both of these symptoms
is called comorbidity. Diagnostic categories vary
in their degree of comorbidity with other diagnostic
categories. From the point of view of correlation,
comorbidity is just a name applied to one cell in a
four fold table. It is possible to analyze comorbidity
rates by considering the probability of the separate
diagnoses and the probability of the joint diagnosis.
This gives the two by two table needed for a φ or rtet
correlation. For instance, given the base rates (pro-
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Table 1
A number of correlations are Pearson r in different forms, or with particular assumptions. If r = ∑xiyi√

∑x2
i ∑y2

i
,

then depending upon the type of data being analyzed, a variety of correlations are found.
Coefficient symbol X Y Assumptions
Pearson r continuous continuous
Spearman rho (ρ) ranks ranks
Point bi-serial rpb dichotomous continuous
Phi φ dichotomous dichotomous
Bi-serial rbis dichotomous continuous normality
Tetrachoric rtet dichotomous dichotomous bivariate normality
Polychoric rpc categorical categorical bivariate normality

Table 2
Alternative Estimates of effect size. Using the correlation as a scale free estimate of effect size allows for
combining experimental and correlational data in a metric that is directly interpretable as the effect of a
standardized unit change in x leads to r change in standardized y.
Statistic Estimate r equivalent as a function of r
Pearson correlation rxy =

Cxy
σxσy

rxy

Regression by.x =
Cxy
σ2

x
r = by.x

σy
σx

by.x = r σx
σy

Cohen’s d d = X1−X2
σx

r = d√
d2+4

d = 2r√
1−r2

Hedge’s g g = X1−X2
sx

r = g√
g2+4(d f/N)

g =
2r
√

d f/N√
1−r2

t - test t = 2d
√

d f r =
√

t2/(t2 +d f ) t =
√

r2d f
1−r2

F-test F = 4d2d f r =
√

F/(F +d f ) F = r2d f
1−r2

Chi Square r =
√

χ2/n χ2 = r2n
Odds ratio d = ln(OR)

1.81 r = ln(OR)
1.81
√

(ln(OR)/1.81)2+4
ln(OR) = 3.62r√

1−r2

requivalent r with probability p r = requivalent

portions) of two diagnostic categories (e.g., anxi-
ety= .2 and depression =.15) and their co-occurence
(comorbidity, e.g., .1), it is straightforward to find
the tetrachoric correlation between the two diag-
noses (.75). By using this basic fact, Krueger (2002)
converted the comorbidities of various mental disor-
ders to a matrix of tetrachoric correlations suitable
for factor analysis and was able to argue for a two
dimensional structure (internalizing and externaliz-
ing disorders) for a broad set of personality disor-
ders.

Multiple R and the General Linear Model

A straight forward generalization of bivariate
correlation and regression is the problem of multiple
predictor variables and multiple correlation (Pear-
son, 1901). The problem is one of distinguishing
between the direct effect of a predictor from the to-
tal effect. The total effect is the observed corre-
lation, but the direct effect removes the effect of
the other, correlated predictors. For a data matrix
NXn of N observations and n predictor variables
and one criterion variable, y, if each of the predic-
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tor variables (x1 . . .xn) relates to y with correlations
rxy = rx1y . . .rxny and the x variables are themselves
intercorrelated with correlation matrix R, then the
predicted values of y (ŷ) are

ŷ = βX = rxyR−1X . (5)

If the predictor set xi, . . . ,xn are uncorrelated, then
each separate variable makes a unique contribution
to the dependent variable, y, and R2, the amount of
variance accounted for in y, is the sum of the indi-
vidual r2

iy. Unfortunately, most predictors are corre-
lated, and the β s found in Equation 5 are less than
the original correlations and since

R2 = ∑βirxiy = β
′rxy

the R2 will be less as the predictors become more
correlated. An interesting, but unusual case, is that
of suppression where a predictor, xs does not relate
to the criterion, y, but does relate to the other predic-
tors. In this case xs still is useful because it removes
the variance in the other predictors not associated
with the criterion. This leads to an interesting re-
search problem for not only do we need to look for
predictor of our criterion variable, we also need to
look for non-predictors that predict the predictors!

The predictor set can be made up of any combi-
nation of variables, including the products or pow-
ers of the original variables. The products (espe-
cially when mean centered) represent the interac-
tions of predictors (Cohen et al., 2003; Judd et al.,
2009). Basic regression, multiple regression and
graphic displays of residuals are all available in R
using the lm or glm functions. The latter consid-
ers the case when the dependent (criterion) variable
is dichotomous, such as success or failure (logistic
regression), or discrete count data such as number
of days missing school or number of times married
(Poisson, quasi-Poisson, and negative binomial re-
gression).

Spurious correlations
Although viewing the correlation coefficient

as perhaps his greatest accomplishment, Pearson
(1910) listed a number of sources of spurious cor-
relations (Aldrich, 1995). These are challenges to
all kinds of correlation, simple as well as multi-
ple. Among these is the problem of ratios and of
sums, and of correlations induced by mixing differ-

ent groups. For the first problem, if two variables
are expressed as ratios of a third variable, they will
necessarily be correlated with each other. A related
problem is when scores are forced to add up to a
constant (i.e., they are ipsatized). In this case, even
k uncorrelated variables will have a correlation of -
1/(k-1) if they are ipsatized. As shown by Romer &
Revelle (1984), the forced ipsatization of behavior
ratings done by Shweder & D’Andrade (1980) led
to the false claim of systematic distortion in inter-
personal perception.

If data are pooled across groups, the overall cor-
relation can be very different than the pooled within
group correlation. Recognized as a problem since
Yule (1912), Simpsons paradox (Simpson, 1951)
was seen when sex discrimination in admissions
was reported at the University of California, Berke-
ley. In 1973, UCB admitted about 44% of male ap-
plicants but, only about 35% of the females. What
seems to be obvious sex discrimination in admis-
sions became a paper in Science when it was discov-
ered that the individual departments, if discriminat-
ing at all, discriminated in favor of women (Bickel
et al., 1975). The women were applying to the de-
partments which admitted fewer applicants as a per-
centage of applicants

The human eye and brain are superb pat-
tern detectors. Using graphical displays rather
than numeric tables helps detect strange relation-
ships in one’s data that are due to various arti-
fact (Anscombe, 1973; Wainer, 1976; Wainer &
Thissen, 1981). In a comparison of many statisti-
cal procedures to detect the underlying correlation
in the presence of noise, the most robust estima-
tor (least sensitive to noise and most sensitive to
the underlying correlation) was the pooled estimates
of a set of students trained to look at scatter plots
(Wainer & Thissen, 1979).

Data quality: Reliability

The correlation of two variables is an index of
the degree that variability in one is associated with
variability in the other. It is not an index of causal-
ity, nor does it consider the quality of measurement
of either variable. For X may directly cause Y, Y
may directly cause X, or both may be caused by an
unobserved third variable, Z. In addition, observed
scores X and Y are probably not perfect representa-
tions of the constructs both are thought to measure.
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Thinking back to Equation 1, the measure of X re-
flects a model of X as well as error in measurement.
This realization led Spearman (1904b) to develop
the basic concepts of reliability theory. He was the
first psychologist to recognize that observed corre-
lations are attenuated from the true correlation if the
observations contain error.

Now, suppose that we wish to ascertain
the correspondence between a series of
values, p, and another series, q. By
practical observation we evidently do
not obtain the true objective values, p
and q, but only approximations which
we will call p’ and q’. Obviously, p’ is
less closely connected with q’, than is p
with q, for the first pair only correspond
at all by the intermediation of the sec-
ond pair; the real correspondence be-
tween p and q, shortly rpq has been “at-
tenuated” into rp′q′ (Spearman, 1904b,
p 90).

To Spearman, the reliability of a test, p’, was
the correlation with one just like it, p” (a paral-
lel test). The problem of how to find test reliabil-
ity has bedeviled psychometricians for more than
100 years (Spearman, 1904b), (Spearman, 1910),
(Brown, 1910), (Guttman, 1945), Cronbach (1951),
and we can only hope that we are coming to a so-
lution (McDonald, 1999; Revelle & Zinbarg, 2009;
Sijtsma, 2009).

Classical Test Theory. The solutions to the re-
liability question in classical test theory (Lord &
Novick, 1968; McDonald, 1999) were extensions
of the original suggestion by Spearman (1904b) for
parallel tests. If estimated with two or more tests,
the reliability of the composite is a function of the
number of tests going into the composite (Brown,
1910; Spearman, 1910). Guttman (1945), although
arguing that reliability was only meaningful over
time, proposed six different ways of estimating re-
liability. One of these six (λ3) was discussed later
by Cronbach (1951) as coefficient α . Although rou-
tinely dismissed as an inappropriate estimate of re-
liability (Cronbach & Shavelson, 2004; McDonald,
1999; Revelle, 1979; Sijtsma, 2009; Zinbarg et al.,
2005), α remains the most reported estimate of re-
liability. But α is always less than or equal to the
true reliability (Guttman, 1945; Sijtsma, 2009) and

is a poor way of assessing the homogeneity of a test.
A test can have a substantial α even though the test
measures two unrelated concepts (McDonald, 1999;
Revelle, 1979; Revelle & Zinbarg, 2009). With the
use of the omega function in the psych package,
the two estimates developed by McDonald (1999),
ωh and ωt are now easily calculated. ωh (omega
hierarchical) is the amount of variance that a gen-
eral factor accounts for in a test and ωt is the to-
tal amount of reliable variance in a test (McDonald,
1999; Revelle & Zinbarg, 2009). ωh ≤ α ≤ ωt and
only in the case of a purely one factor test with equal
item correlations will they be equal.

In addition to measures of reliability assessed us-
ing measures of a test’s homogeneity, reliability is
also of concern when measuring the same trait twice
over an extended period of time. But such test-retest
reliability or stability is not necessarily good for all
measures. When assessing ability or a personality
trait such as extraversion, test-retest reliability over
extended periods of time is a sign of a stable trait.
That IQ scores at age 11 correlate .66 with IQ scores
at age 80 is remarkable and shows the stability of IQ
(Deary et al., 2004). It is important to recognize that
reliability is a rank order concept and that even with
a perfect test-retest correlation, all the scores could
have increased or decreased drastically. High test-
retest reliability is not necessarily a good thing: to
find a high test-retest of a measure of mood over a
few days would imply that it is not a mood test, but
rather a test of trait affectivity. That raters give sim-
ilar ratings as other panel members on a selection
board (Goldberg, 1966) is a sign of inter-rater reli-
ability, a global measure of which can be found by
using the Intra-Class Correlation (Shrout & Fleiss,
1979).

The intraclass correlation expresses the reliabil-
ity of ratings in terms of components of variance
associated with raters, targets, and their interactions
and can be extended to other domains. That is, the
analysis of variance approach to the measurement of
reliability focuses on the relevant facets in an exper-
imental design. If ratings are nested within teach-
ers whom are nested within schools, and are given
at different times, then all of these terms and their
interactions are sources of variance in the ratings.
First do an analysis of variance in a generalizabil-
ity study to identify the variance components. Then
determine which variance components are relevant
for the application in the decision study in which
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one is trying to use the measure (Cronbach et al.,
1972). Similarly, the components of variance asso-
ciated with parts of a test can be analyzed in terms
of the generalizability of the entire test.

Item Response Theory: the new psychometrics.
Classic psychometrics treats items as random repli-
cates and models the total score. As such, reliabil-
ity of measurement is a between person concept that
does not allow a unique specification of the amount
of error for each individual. Reliability is enhanced
if the test variance goes up, and is meaningless for
a single individual. The “new psychometrics” (Em-
bretson & Hershberger, 1999), on the other hand,
considers the information in each item and thus is
able to talk about the precision of estimate for a
score for a single person. Primary advantages of
IRT procedures are that they can identify items that
have differential item functioning (DIF) in differ-
ent groups, test items can be formed into tests tai-
lored for specific ability groups, and tests can be
made adaptive. This ability to tailor a test to a par-
ticular difficulty level, and even more importantly,
adaptively give items to reflect prior response pat-
terns is one of the great strengths of IRT. For with
a suitable item bank of many items, this allows re-
searchers to give fewer items to any particular sub-
ject to obtain the same level of precision possible
when using classical test methods. Examples of us-
ing IRT in clinical assessments include everything
from measuring ease of breathing in cardiac patients
to assessing psychopathology in the clinic (Reise &
Waller, 2009). There has been an explosion of hand-
books (Linden & Hambleton, 1997) and textbooks
(Bond & Fox, 2007; Embretson, 1996; Embretson
& Reise, 2000) on IRT and now, with R it is easy
to do. However, to counter some of the enthusiasm
for IRT, McDonald (1999) and Zickar & Broadfoot
(2009) suggest that classical test theory is still alive
and well and worth using for many applications. In
most cases, the correlations of IRT and classical es-
timates are very high and perhaps the primary ad-
vantage of IRT modeling is the realization that ob-
served responses are not linearly related to the latent
trait being assessed.

Data usefulness: Validity

That a test or a judge gives the same value for a
person over time is nice, but what is more important
is do they give the right answer? Unfortunately, this

is a much harder question to answer than is the test
reliable. For what is the right answer? (Shooting
an arrow into the same part of a target is reliabil-
ity, hitting the bull’s eye is validity, but this requires
having a target.) Assessing validity requires having
a criterion. This was the chief problem when select-
ing spies for the Office of Strategic Services (OSS
Assessment Staff, 1948) as well as the selection of
Peace Corps Volunteers (Wiggins, 1973), both clas-
sics in assessment, and both suffering from an un-
clear criterion. If the criterion is fuzzy, validity will
necessarily be low.

With the focus on data as model plus residual,
validity can be said to be measured by how well
the model fits, compared to other models, and com-
pared to what we would expect by chance. We pre-
fer to have models using fewer parameters and not
to be “multiplying entities beyond necessity”2. This
implies there is not one validity, but rather a process
of validation. Is a model useful? Is a model more
useful than others? Is there a more simple model
that does almost as well? This has become the do-
main of latent variable modeling.

Latent variable modeling

Spearman (1904b) recognized that the observed
variable is befuddled with error (Equation 2) and
that the underlying latent (or unobserved) score
should be modeled when correcting correlations for
unreliability. By disattenuating correlations, he
hoped to study the underlying mechanisms. This
switch from observed to latent variables was the ba-
sis for factor analysis and the search for a general
factor of intelligence (Spearman, 1904a).

Factor analysis, Components Analysis,
Cluster Analysis, Multidimensional scaling

Classical test theory is a model of how multiple
items all measure a single latent trait. By know-
ing the latent variable and the resulting correlations
of items with that latent variable, it is possible to
perfectly predict the covariances between the items
by taking the product of the respective correlations
with the latent variable. This is the model known

2 Although this dictum is probably neither original
with William of Ockham nor directly stated by him (Thor-
burn, 1918), Ockham’s razor remains a fundamental prin-
cipal of science.



16 REVELLE, CONDON, WILT

as a single factor. If all the items in a correlation
matrix, R, are measures of latent variable, F , then
the correlations can be modeled as

R = FF ′+U2 (6)

where F is a vector (a one dimension matrix) of cor-
relations of the variables with the latent factor, and
U2 is a diagonal matrix of residuals.

Even when generalizing this to more than one
factor, Equation 6 remains the same matrix equa-
tion. Equation 6 when expressed in terms of single
correlations, the elements of R, becomes for i , j

ri j =
c

∑
k=1

fik f jk (7)

that is, the correlation between any two variables
is the sum of the products of their respective factor
loadings on c factors.

Equation 6 is expressed in matrix algebra and
is (with modern computational techniques) a very
simple problem. As originally developed in terms
of operations on tables of correlations (e.g., Equa-
tion 7) this was a difficult problem with one fac-
tor and an extremely difficult problem with more
than one factor. However, with the introduction of
matrix algebra to psychologists in the 1930s, Thur-
stone (1935) and others were able to exploit the
power of matrix algebra (Bock, 2007). Recognizing
that factor analysis (FA) was just a statistical model
fitting problem and that goodness of fit statistics
could be applied to the resulting solutions (Lawley
& Maxwell, 1963) made factor analysis somewhat
more respectable. The advent of powerful and read-
ily available computers and computer algorithms to
do factor analysis has led to much more frequent use
of this powerful modeling technique.

Factor analysis models the observed patterns of
correlations between the variables as the sum of the
products of factors. At the structural level, this is
just a problem of solving a set of simultaneous equa-
tions and (roughly speaking) if there are more corre-
lations than unobserved factor loadings, the model
is defined. Models with more or less factors can
be compared in terms of how well they capture the
original covariance or correlation matrix. However,
because the factors are themselves unobservable,
they can only be estimated. Thus, although com-
pletely defined at the structural level, factors are un-

defined at the level of the data.
This indeterminacy has led some to argue against

factor analysis and in favor of principal compo-
nents analysis (PCA). PCA forms linear sums of
the observed variables to maximize the variance
accounted for by successive components. These
components, since they are linear sums of the ob-
served variables, are completely determined. But
the components, by summing the observed data, are
no more parsimonious than the original data. If,
however, just the first c components are extracted,
then they are the best set of c independent linear
sums to describe the data. Both factors and com-
ponents have the same goal, to describe the origi-
nal data and the original correlation matrix. Factor
analysis models the off-diagonal elements (the com-
mon part) of the correlation matrix, while compo-
nents model the entire correlation matrix. Although
the two models are conceptually very different, and
will produce very different results when examining
the structure of a few (< 20− 30) variables, they
are unfortunately frequently confused, particularly
by some of the major commercial statistical pack-
ages. The models are different and should not be
seen as interchangeable.

Exploratory Factor Analysis (EFA) is used to
find the structure of correlation matrices where
items/tests are allowed to freely correlate with all
factors. Rotations towards simple structure attempt
to reduce the complexity of the solution and to make
for more easily interpretable results. The factors as
extracted from a EFA and the components as ex-
tracted from a PCA are independent. But it they are
transformed to give them a simple structure where
each item has a high correlation on one or only a few
factors or components, then the factors/components
probably will become correlated (oblique). What
is the best transformation and how best to deter-
mine the optimal number of factors remains a point
of debate although there is almost uniform agree-
ment among psychometricians that number of fac-
tors with eigen values greater than one is the worst
rule for determining the number of factors. This is,
unfortunately, the default for many commercial pro-
grams.

A model which uses some of the logic of fac-
tor analysis but differs from EFA is cluster analysis.
Hierarchical clustering algorithms (e.g., ICLUST,
Revelle, 1979) combine similar pairs of items into
clusters and hierarchically combine clusters until



METHODS IN DIFFERENTIAL PSYCHOLOGY 17

some criteria (e.g, β or the worst split half relia-
bility) fails to increase. ICLUST, as implement in R
has proved useful in forming reliable and indepen-
dent scales in an easily understood manner (Cook-
sey & Soutar, 2006; Markon, 2010).

An alternative data reduction and description
technique that can produce drastically different so-
lutions from FA or PCA is multidimensional scaling
(MDS). MDS is also a fitting procedure, but when
working with a correlation matrix, rather than treat
the correlations as deviating from zero, MDS tries
to minimize the deviations of the correlations from
each other. That is to say, it fits the correlation ma-
trix after removing the average correlation. The re-
sulting solutions, particularly when the data have
a general factor (e.g., ability tests) represent how
different tests are from the average test, rather than
how different correlations are from zero. This can
be particularly useful when examining the micro-
structure of a battery of highly correlated tests.

Structural Equation modeling

Structural Equation Modeling (SEM) combines
basic regression techniques with factor analysis
modeling of the measurement of variables (Loehlin,
2004). Essentially, it is regression analysis applied
to the dis-attenuated covariance matrix. In the mod-
eling tradition it forces one to specify a model and
then provides statistical estimates of fit that can
be compared to alternative models. The power of
SEM is that complex developmental growth mod-
els (McArdle, 2009), or hierarchical models of abil-
ity (Horn & McArdle, 2007) can be tested against
alternative models. Examples applied to personal-
ity measurement include a Multi-trait Multi method
analysis of the Big 5 (Biesanz & West, 2004). Per-
haps a disadvantage of the ease of running SEM
programs, is that some users are misled about the
strength of their results. Because of the tendency
to draw SEM path models with directional arrows,
some users of SEM techniques mistakenly believe
that they are testing causal models but are disabused
of this when they realize that the models fit equally
well when the “causal” direction is reversed. Other
users fail to realize that a good model fit does not
confirm a model and that it is necessary to consider
fits of the multiplicity of alternative models.

Multi level modeling

The correlation within groups or individuals is
not the same as the correlation between groups
or individuals. What appears to be a strong rela-
tionship across groups can vanish when consider-
ing the individual within groups (Robinson, 1950;
Yule, 1912). What had been seen as a chal-
lenge is now treated using the techniques of multi-
level modeling. The use of multi-level model-
ing techniques (also known as Hierarchical Linear
Models or multi-level Random Coefficient models)
disentangle the effects of individuals from other,
grouping effects in everything from developmen-
tal growth curve studies to studies of organizational
effectiveness (Bliese et al., 2007). The clear two-
three dimensional structure of affect as assessed be-
tween individuals (Rafaeli & Revelle, 2006) differs
from individual to individual in terms of the pattern-
ing of affect experience overtime within individuals
Rafaeli et al. (2007). What appear to be systematic
effects of birth order on intelligence disappear when
modeled within families (Wichman et al., 2006).

Computer modeling

Although hard to tell from reading most of lit-
erature in differential psychology, not all theories
are tested by data analyzed using the general linear
model. Some theories make predictions that are best
tested using computer simulations. The theories are
tested for reasonableness of results rather than fits to
observations of the behavior of living subjects. The
Dynamics of Action (Atkinson & Birch, 1970) and
its reparameterization as the Cues-Tendency-Action
(CTA) model (Fua et al., 2010; Revelle, 1986) pre-
dict dynamic patterning of behavior that is a non-
linear consequence of the initial parameters. Con-
nectionist models of personality (Read et al., 2010)
or computational models of individual differences
in reinforcement sensitivity (Pickering, 2008) make
similar non-linear predictions that show the power
of a few basic parameters in producing wide rang-
ing variability in predicted outcome. Modeling is a
method of research that has proven very powerful in
fields ranging from climate research to evolutionary
biology to cognitive psychology. With the ease of
use of modeling software we can expect modeling
to become a more common research method in dif-
ferential psychology.
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Conclusion
Differential Psychology is an extremely broad

area of study. We have reviewed the major themes
of data collection and methods of data analysis with
the recognition that each section is worthy of a
chapter in its own right. The basic theme is that
Data = Model + Residual and the researcher needs
to decide what constitutes data, what is an appro-
priate model, and what is reasonable to leave as a
residual for someone else to model. In terms of data
collection we are limited only by our imagination.
Although great progress has been made since Gal-
ton and Spearman, the problems of data analysis re-
main the same.
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