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A B S T R A C T

Modern data collection techniques allow for intensive measurement within subjects. Analyzing this type of data
requires analyzing data at the within subject as well as between subject level. Although sometimes conclusions
will be the same at both levels, it is frequently the case that examining within subject data will show much more
complex patterns of results than when they are simply aggregated. This tutorial is a simple introduction to the
kind of data analytic strategies that are possible using the open source statistical language, R.

The study of personality has traditionally emphasized how people
differ from each other and the reliability and validity of these differ-
ences. This has been reflected in the many publications in this journal
and others emphasizing the structure of personality, scale construction,
and validation. The typical data collected emphasized the “R” approach
of Cattell's data box (Cattell, 1946a, 1966), that is, correlating how
participants differ across items/tests. Cattell's data box also included
the possibility of studying how one person varied over time (“P”).
Sometimes the approach would consider stabilities across time as
measured by the correlation of measures taken at two different time
points (“S”). One of the more impressive stabilities is the correlation of
.56 over 79 years of IQ scores from age 11 to age 90 (Deary,
Pattie, & Starr, 2013). An example of what Cattell referred to as a di-
agonal in his data box would be the correlation across time of in-
dividuals taken on different measures. A powerful example of this is the
prediction of health related outcomes in middle age from teacher rat-
ings of students in grades 1–6 (Hampson &Goldberg, 2006).

In the past 30 years or so, we have seen an exciting change in the way
we collect data, in that we now can study how individuals vary over time
(Cattell's P approach). To Cattell, this was “the method for discovering trait
unities” (Cattell, 1946b, p 95). The emphasis is now upon individual
variability with the added complexity of how these patterns of individual
change differ across participants (e.g., Bolger & Laurenceau, 2013;
Mehl&Conner, 2012; Wilt, Funkhouser, &Revelle, 2011; Wilt,
Bleidorn, &Revelle, 2016). Although the methods were originally devel-
oped to examine data with a nested structure (e.g., students nested within
classes nested within schools Bryk&Raudenbush, 1992), the use of these
techniques across many occasions within individuals has been labeled In-
tensive Longitudinal Methods (Walls & Schafer, 2006) and “captures life as it is

lived" (Bolger, Davis, &Rafaeli, 2003). We refer to data that show sys-
tematic variation over time as dynamic to distinguish them from static cross
sectional data. Formal models that distinguish between dynamic patterns
versus stochastic variation (Revelle &Condon, 2015) are beyond the scope
of this paper. Although it is possible to examine group patterns over time, it
is more typical to consider how individuals differ in their patterning across
time.

Analytic strategies for analyzing such multi-level data have been
given different names in a variety of fields and are known by a number
of different terms such as the random effects or random coefficient
models of economics, multi-level models of sociology and psychology,
hierarchical linear models of education or more generally, mixed effects
models (Fox, 2016). Although frequently cautioned not to do so, some
psychologists continue to use a repeated measures analysis of variance
approaches rather than the more accurate mixed effects models.

The analysis of data at multiple levels presents at least two chal-
lenges, one is that of interpretation, the other is that of statistical in-
ference. It has long been known (Yule, 1903) that relationships found
within groups are not necessarily the same as those between groups.
Although when aggregating across British health districts, it appeared
that increased mortality was associated with increases in vaccinations,
when examined at the within district level, it was clear that vaccina-
tions reduced mortality (Yule, 1912). Variously known as Simpson's
paradox (Simpson, 1951), or the ecological fallacy (Robinson, 1950),
the observation is that relationships of aggregated data do not imply the
same relationship at the disaggregated level. Such results are examples
of non-ergodic relationships, that is, relationships that differ from the
individual to the group level (Molenaar, 2004; Nesselroade &Molenaar,
2016).

http://dx.doi.org/10.1016/j.paid.2017.08.020
Received 13 May 2017; Received in revised form 7 August 2017; Accepted 11 August 2017

☆ Preparation of this manuscript was funded in part by grant SMA-1419324 from the National Science Foundation to WR. This is the authors' version as submitted to PAID. We
gratefully acknowledge Aaron Fisher for making his data set publicly available.

* Corresponding author at: Department of Psychology, Northwestern University, Evanston, IL 60208, United States.
E-mail address: revelle@northwestern.edu (W. Revelle).

Personality and Individual Differences 136 (2019) 38–51

Available online 28 September 2017
0191-8869/ © 2017 Published by Elsevier Ltd.

T

http://www.sciencedirect.com/science/journal/01918869
http://www.elsevier.com/locate/paid
http://dx.doi.org/10.1016/j.paid.2017.08.020
http://dx.doi.org/10.1016/j.paid.2017.08.020
mailto:revelle@northwestern.edu
https://doi.org/10.1016/j.paid.2017.08.020
http://crossmark.crossref.org/dialog/?doi=10.1016/j.paid.2017.08.020&domain=pdf


More importantly, when the effect of levels is ignored, structural
relationships are difficult to interpret. The correlation between two
variables (x and y) when x and y are measured within individuals is a
function of the correlation between the individual means (rxybetween), the
pooled within individual correlations (rxywihin) and the relationships
between the data and the between group means ηbetween as well as the
the correlation of the data within the within subject means ηwithin.

= +r η η r η η r* * * * .xy x y xy x y xywithin within within within between between (1)

Classic examples of this phenomenon other than Yule's vaccination
data include bias in graduate admissions as well as effective tax rates.
While the overall admissions rate at the University of California sug-
gested a bias against women, when the data were disaggregated and
examined at the department level, this effect actually reversed (Bickel,
Hammel, & O’Connell, 1975); tax rates can decrease across all income
groups even though total taxes increase (Wagner, 1982) as and tutorials
have started appearing. Bolger and Laurenceau (2013) provide an ex-
cellent book reviewing methods for analyzing this kind of data and
include examples in four of the standard data processing systems
(MPLUS, SPSS, SAS, and R). Of these four, only the last one is not
proprietary and advances the concept of open source software. More
importantly in this era of conducting reproducible research
(Leek & Jager, 2017) R facilitates the dissemination of reproducible
statistical code.

If not already, R is well on its way to becoming the lingua franca of
statistical analysis. It is open source, free, and extraordinarily powerful.
Most importantly, more and more packages are being contributed to
core R (R Core Team, 2017). As of this writing there are at least 11,000
packages that add to the functionality of R. Given our commitment to
open science and the use of open source software, we devote this tu-
torial to how to use R for simulating and analyzing the intensive
longitudinal data that is frequently found in the study of individual
differences. We rely heavily on the work of Bolger and Laurenceau
(2013) as well as the software manuals for four very powerful R
packages (Bates, Mächler, Bolker, &Walker, 2015; Bliese, 2016;
Pinheiro, Bates, DebRoy, Sarkar, & R Core Team, 2016; Revelle, 2017).
We use a “toy” data set of Shrout and Lane (2012), an open data set
released by Fisher (2015), as well as some simulations using the
sim.multi function. We emphasize an exploratory data approach
using graphical displays and a confirmatory approach using a few of the
more commonly used R packages.

What is R and how to use it? R is a data analysis system that is both
open source and is also extensible. By open source, we mean that the
actual computer code behind all operations is available to anyone to
examine and to reuse, within the constraints of the GPL 2.0 (GNU
General Public License, 1991). It is free software in the meaning of free
speech in that everyone can use it, everyone can examine the code,
everyone can distribute it, and everyone can add to it. R may be
downloaded for free from the Comprehensive R Archive Network
(CRAN which may be found at https://cran.r-project.org) and is avail-
able for PCs, MacOS, and Linux/Unix operating systems. For purposes
of speed, much of core-R is written in Fortran or C++, but most of the
packages for R are written in R itself. For R is more than a statistical
system, it is a programming language. This means that R is extensible in
that anyone can add packages to the CRAN as well as other repositories
such as GitHub or BioConductor (http://bioconductor.org). CRAN has
certain quality assurance tests that guarantee that the contributed
programs have consistent documentation, including examples, and will
not fail while running these examples. CRAN does not check the validity
or utility of submitted packages, that is up to the contributor as well as
the users of the packages. As of this writing, several thousand con-
tributors have added on more than 11,000 packages to core-R and this

number increases daily.
R was originally developed between 1992 and 1995 by Ross Ihaka

and Robert Gentleman at the University of Auckland as a way to im-
plement the S computer language for MacIntosh computers. They were
soon joined by others around the world to enhance the development
and distribution of R. There are about 20 primary program developers
of “Core R” (R Core Team, 2017) who take responsibility for main-
taining and distributing the basic system. This is a very eclectic group in
that its members come from all over the world.

What makes R so powerful is the programming philosophy of core-R as
well as the packages. Rather than give voluminous output for each function,
the functions display only the most important aspects of the analysis, and
save additional results as elements of the returned object. These objects may
then be processed by additional functions. The power of this implementation
is that specialized packages can take advantage of the more general core-R
features. Thus, the correlation function (cor) can be used by functions that
do factor analysis (fa) and the mean function can be used for a function to
basic descriptive statistics (describe), which can be combined with the by
function to do statistics broken down by groups (describeBy) or be com-
bined again with functions that do correlations, to provide some basic mul-
tilevel statistics (statsBy). Without much effort, standard functions such as
aov which does ANOVA, or lme to do linear mixed effects models can be
integrated into other functions to find, for instance, intra class correlations
(ICC) or multilevel reliability (multilevel.reliability). These func-
tions in turn, may be used by the end user by just giving one or two com-
mands. Sometimes terse and sometimes extensive, “help” files for each
function are included for all functions for all packages. In the appendix to this
article, we include the specific commands for example that we give. In the
text we prefer to give a more high level summary of the necessary operations.
Because there are so many useful texts and web-based tutorials on R it is hard
to suggest any particular one. A very short introduction to R is the Introduction
to R by Venables, Smith, and the R development core team (2017) which is
available as a book for a fee, or as a pdf to download from the web for free.

1. The basic model

A typical psychological research problem that requires multilevel
modeling is the study of how people differ in the pattern of their feel-
ings, thoughts and behaviors over time and place. That people differ is
not the question, but rather are these differences systematic and how
best to describe them. The analysis could be examining patterns of af-
fect or behavior over time (Fisher, 2015; Fisher & Boswell, 2016), or
how people differ in the emotional responses as a function of the si-
tuation (Wilt & Revelle, 2017a; Wilt, 2017b) or how couples relation-
ships change over time (Rubin & Campbell, 2012).

The basic concept of multilevel modeling of dynamics is to decompose
variation between individuals and within individuals. While the within in-
dividual variability is usually treated as error in conventional analysis of
variance, it is this within subject variability that is the essence of multilevel
modeling: the analysis of how individuals differ in their pattern of responses
over time and how these differences may, in turn, be modeled. For, if we
measure individuals over multiple occasions, we can also find the within
person mean and variance over time, the within subject correlation of
measures over time, and the within person correlation of multiple measures.
Thus, we can describe each individual's unique signature over time and
space (Hamaker, Ceulemans, Grasman, &Tuerlinckx, 2015; Hamaker,
Grasman, &Kamphuis, 2016; Hamaker&Wichers, 2017).

Let X represent our data, with an individual observation xijkwith
subscripts i,j,k to represent subjects, measures, and time. We can find
the overall mean μ and variance σ2, and decompose these into a func-
tion of the within person mean over time for each variable μij. and
variance σij.

2 . The between subject covariances σ j j. ,.1 2 represent the
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covariances of means across subjects (aggregated over time) for mea-
sures 1 and 2, and is independent of the within subject covariances over
time σij j,1 2.

For historical reasons, data at the within subject level are typically
called level 1 data, and data between subjects are known as level 2 data.
This reflects some of the earlier multi-level modeling approaches which
show each level as a linear model, with the random coefficients of one
level estimated by the higher level model. The models are said to be
random coefficients models because the within person parameters
(mean and slopes over time for each individual) which are used to es-
timate the variability within person are themselves coefficients needing
to be estimated as characteristics of the subjects.

1.1. Preliminary descriptive statistics of a toy model

Consider either the toy example from Shrout and Lane (2012) which
has three observations (items) taken at each of four time points for a
total of 5 subjects (the data for which are available in the help file for
the multilevel.reliabilty function) or one we have created
(see Appendix 1) with four subjects measured over six time points on
two indicators of each of two factors. The most conventional way to
display data is the traditional subjects x variables display seen in
Table 1. These data can be “reshaped” using the reshape function into
the convenient form seen in Table 3 which is known as a ‘wide’ format.
(As contrasted to Table 1 which might be thought of as super wide or
“Fat".) The data are organized into a data.frame which is essentially just
a two dimensional table of the data. Conventionally, the rows represent
subjects and the columns variables. Data frames differ from matrices in
that while all the elements of a matrix must be of the same type (e.g.,
numbers, letters, logical terms), data frames can be mixtures of types,
with different columns being of different types.

Because it is frequently necessary to reshape Fat to Wide to Long
formats, there is a core-R function (reshape) to do this. In addition, a
small package, reshape (Wickham, 2007), has been added to CRAN, as
has a very powerful package, dplyr (Wickham& Francois, 2016) for
general data manipulation. For simplicity, we use the reshape func-
tion and show the results in Table 3. Then, to organize the data.frame
by subject id rather than by time, we use the dfOrder function.
However, before doing this, we first merge between person trait in-
formation into the object.

Many studies of mood or emotion want to relate (level 2) trait
measures (e.g., Extraversion, Neuroticism) with (level 1) daily mood
measures. To combine such trait measures with the mood measures is a
straight forward application of the merge function. Consider a small
data.frame with trait measures for our four subjects (Table 2). We can
merge the Xwide object from before with traits to add the trait
identifiers to each row. This leads to a somewhat strange form, in that
the trait score for each subject is repeated in the data.frame for each of
the many rows for each subject. We will do this trick again later when
we find mean affect scores for each subject before examining the cross

level prediction of trait affect from mean affect (see Section 6).
Normal descriptive statistics can be found for these data by using

describe (Table 4) but since we recognize that we are interested in
the data by subject, we can also find these statistics by group (subject)
using the describeBy function (Table 5).

Table 1
Perhaps the most conventional way of displaying data is one row per subject, with the multiple measures as separate columns. This format does not make it particularly easy for data
display or analysis. The data are from the first example set in the Appendix and are displayed in this super wide or ‘Fat’ format (Table 1). Because of the super wide format, some columns
are deleted. Using the reshape function we can convert this Fat format into the more useful Wide format seen in Table 3. Although the simulation that generated the data directly
produces the more useful Wide format, we go through this reshape operation for the tutorial value.

A table from the psych package in R

id V1.24 V2.24 V3.24 V4.24 V1.48 V2.48 ... V4.120 V1.144 V2.144 V3.144 V4.144
1 7 10 4 3 8 7 ... 5 11 9 1 2
2 6 6 6 5 7 8 ... 4 8 7 6 6
3 5 6 4 4 6 5 ... 7 5 4 7 7
4 4 5 4 4 6 4 ... 3 5 4 4 5

Table 2
A small data.frame that includes trait information for each subject. This will be merged
with the Xwide object from above (not shown) to form a new object, Xwide.traits, shown
in (Table 3)

Trait scores for the four subjects

id Extraversion Neuroticism
1 5 10
2 10 5
3 15 15
4 20 10

Table 3
Another conventional format when collecting multilevel data is the wide format where
each variable is a separate column and each time for a subject is a different line. This
format allows for statistics aggregating over time. The data were created using the si-
mulation code from the Appendix. Note how the trait information from Table 2 is du-
plicated for every row for every subject. Yet one more format (not shown) is the long
format where each variable for each subject is in a separate row. This is the format ne-
cessary to use the nlme and lme.4 functions.

The Xwide.traits data.frame (column names are abbreviated)

Variable id Time V1 V2 V3 V4 extrv nrtcs
1 1 24 7 10 4 3 5 10
2 1 48 8 7 6 4 5 10
3 1 72 8 8 5 2 5 10
4 1 96 5 5 5 6 5 10
5 1 120 8 8 5 5 5 10
6 1 144 11 9 1 2 5 10
7 2 24 6 6 6 5 10 5
8 2 48 7 8 5 5 10 5
9 2 72 7 7 6 7 10 5
10 2 96 7 7 6 6 10 5
11 2 120 7 7 4 4 10 5
12 2 144 8 7 6 6 10 5
13 3 24 5 6 4 4 15 15
14 3 48 6 5 5 4 15 15
15 3 72 5 6 6 7 15 15
16 3 96 6 6 9 6 15 15
17 3 120 4 4 6 7 15 15
18 3 144 5 4 7 7 15 15
19 4 24 4 5 4 4 20 10
20 4 48 6 4 4 5 20 10
21 4 72 5 7 5 6 20 10
22 4 96 3 4 5 5 20 10
23 4 120 5 4 4 3 20 10
24 4 144 5 4 4 5 20 10
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1.2. Correlations between and within subjects

To examine the correlations between and within subjects, we use
the statsBy function which finds the pooled within group correlation,

the (weighted) correlation between individual (weighted by the
number of observations for each individual), as well as the separate
correlations for each subject. For the toy example, these between sub-
ject correlations are not particularly useful, for they are based upon just

Table 4
The describe function is very important to get an overall sense of the data. It is essential to examine the minima, maxima, and range of ones variables to check for errors in data entry.

describe(Xwide.traits)

Variable vars n Mean sd Median trmmd mad min max Range skew krtss se
id 1 24 2.50 1.14 2.5 2.50 1.48 1 4 3 0.00 −1.49 0.23
time 2 24 84.00 41.87 84.0 84.00 53.37 24 144 120 0.00 −1.41 8.55
V1 3 24 6.17 1.74 6.0 6.10 1.48 3 11 8 0.61 0.44 0.35
V2 4 24 6.17 1.74 6.0 6.05 1.48 4 10 6 0.28 −0.91 0.35
V3 5 24 5.08 1.47 5.0 5.05 1.48 1 9 8 −0.06 1.81 0.30
V4 6 24 4.92 1.50 5.0 5.00 1.48 2 7 5 −0.31 −0.89 0.31
Extraversion 7 24 12.50 5.71 12.5 12.50 7.41 5 20 15 0.00 −1.49 1.17
Neuroticism 8 24 10.00 3.61 10.0 10.00 3.71 5 15 10 0.00 −1.16 0.74

Table 5
The describeBy function gives basic descriptives for each level of a grouping variable (here the person is the level of the group). Strange
data can be detected here by careful examination of the tables. Note that the trait data have no variance within subjects, because they are just
duplicate copies of each individual trait scores.
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four subjects. Consider the three different correlation matrices: the
normal correlation across all subjects across all time points; the corre-
lations of the subject means (the between groups or individuals corre-
lation); and the pooled correlations within each subject (Table 6). Fi-
nally, we can also examine the individual level correlations (Table 7).

1.3. Variability over time: mean square of successive differences and the
autocorrelation

In addition to correlations of variables over time within and be-
tween subjects, variables can also auto-correlate over time with them-
selves. That is, scores at time t +1 will be related to scores at time t.
Emotional states will tend to have this characteristic if measured close
enough in time for this is a measure of the stability of the state variable
over time. Two related measures can be found to assess this within
person variability: The mean square of successive differences (MSSD or
δ2) (von Neumann, Kent, Bellinson, & Hart, 1941) and the auto corre-
lation with lag 1 or ρ1. As discussed by Jahng, Wood, and Trull (2008),
the MSSD provides a measure of the trial to trial variability which is a

more precise indicator of emotional volatility than is the within subject
variance. If trials are independent, then the expected MSSD is just twice
the within person variance, but if there are trial to trial dependencies,
the MSSD will be much less. The functions mssd and autoR may be
used to find these two statistics:

=
−

−

= −
−δ x x

N
σ ρΣ( )

1
2 (1 ).t t

x
2 1

2
2

1 (2)

1.4. Graphical displays

Although we might be able to detect differences in our data by in-
spection of the means within and between participants, it is very useful
to display the data graphically. The function mlPlot calls the xyplot
function from the lattice package (Sarkar, 2008) and will plot multilevel
data with a separate frame from each subject. We show each subject's
data as a function of time and item as a separate panel in such a “lat-
tice” graph (Fig. 1). Examining the plot we can see that the two mea-
sures for each factor show a high correlation, but that the factors seem

Table 6
The overall raw correlations of the Xwide.traits (top matrix) reflects a combination of the pooled within group and the between group correlations as found by the statsBy function. The
function returns many different objects, two of which are shown here, rwg for the pooled within group correlations and rbg for the sample size weighted between group correlations, and
within for the individual correlations for each subject which is shown in Table 7. Empty cells represent no variance for variables.

The raw correlations of the Xwide.traits

Variable id time V1 V2 V3 V4 extrv nrtcs
id 1.00
Time 0.00 1.00
V1 −0.75 0.16 1.00
V2 −0.75 −0.17 0.77 1.00
V3 0.05 0.00 −0.28 −0.21 1.00
V4 0.25 0.20 −0.43 −0.38 0.67 1.00
Extraversion 1.00 0.00 −0.75 −0.75 0.05 0.25 1.00
Neuroticism 0.32 0.00 −0.38 −0.38 0.16 0.08 0.32 1.00

The pooled within group correlations

Variable tm.wg V1.wg V2.wg V3.wg V4.wg extr. nrtc.
time.wg 1.00
V1.wg 0.24 1.00
V2.wg −0.27 0.45 1.00
V3.wg 0.00 −0.35 −0.22 1.00
V4.wg 0.24 −0.40 −0.31 0.57 1.00
extraversion.wg
neuroticism.wg

The between group correlations.

Variable tm.bg V1.bg V2.bg V3.bg V4.bg extr. nrtc.
time.bg
V1.bg 1.00
V2.bg 1.00 1.00
V3.bg −0.21 −0.21 1.00
V4.bg −0.49 −0.49 0.90 1.00
extraversion.bg −0.98 −0.98 0.09 0.44 1.00
neuroticism.bg −0.50 −0.50 0.30 0.14 0.32 1.00

Table 7
The correlations for each subject over time are found from the statsBy function and saved as the within object. Note how these within person correlations differ from each other across
subjects, and are different from either the raw or the within group (person) correlations shown in Table 6.

statsBy(Xwide.traits, group=“id”)

Subject tm-V1 tm-V2 tm-V3 tm-V4 V1-V2 V1-V3 V1-V4 V2-V3 V2-V4
1 0.47 −0.16 −0.55 0.07 0.59 −0.69 −0.72 −0.51 −0.73
2 0.85 0.17 −0.19 0.05 0.50 0.00 0.30 −0.38 0.00
3 −0.36 −0.71 0.65 0.84 0.50 0.28 −0.51 −0.02 −0.39
4 0.00 −0.35 0.00 −0.10 0.05 −0.50 0.06 0.53 0.53
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to differ in their correlation across subjects. Subject 1 has a strong
negative correlation between the two factors, while subject 4 has a
strong positive correlation. A plot of real data (from Fisher, 2015) is an
even more impressive demonstration of the power of graphical displays
(Fig. 2). When examining the auto correlations for those data we see
that they are generally positive, implying some day to day stability.

2. Decomposing reliability: generalizations over people, over
occasions, over items

Traditional reliability measures decompose between person test

variance σ( )x
2 into reliable and un-reliable or error variance σ( )e

2 .

=
−

ρ
σ

σ
1

xx
e

x

2

2 (3)

The problem is then how to find σe
2. Solutions include test retest cor-

relations and estimates based upon the internal structure of the test
(Guttman, 1945; Revelle & Zinbarg, 2009). Generalizability theory
(Gleser, Cronbach, & Rajaratnam, 1965) was developed to solve the
problem of multiple sources of variance for each score. This is the si-
tuation for multi-level data. For when subjects have scores on multiple
items and multiple time points, we are interested in several different

Fig. 1. An example of the two dependent measures for two la-
tent factors for four simulated subjects over six time points from
Table 3. The within person factor correlations vary from strongly
negative to strongly positive although the pooled within corre-
lations are effectively zero. This leads to high positive correla-
tions for variables 1 and 2 and for 3 and 4, although the cor-
relations between these two sets of variables range from highly
negative (Subect 1) to highly positive (Subject 4). Compare with
the results in Tables 6 and 7.

Fig. 2. Positive (blue) and negative (red) affect for 10
subjects from the Fisher (2015) data set. Note in par-
ticular that subjects 2 and 7 seem to have very high
positive affect compared to their negative affects,
while subjects 23, 30 and 65 have very low positive
affect.
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indices of reliability. The technique developed by Gleser et al. (1965)
was to estimate the variance components using standard ANOVA pro-
cedures to find the appropriate Mean Squares for subjects, time, items,
etc. and then convert these to variance components based upon the
expected values of the MS (Table 8 top part). Taking advantage of the
power of R to integrate the output of one function into another, we
combine aov, lme and lmer into one function (multi-
level.reliability or mlr) which can take wide data, transform it
into the long format needed for aov, etc., do the analyses, and then find
the reliabilities based upon these components and the formulae given
by Shrout and Lane (2012) (Table 9). Thus the command to find mul-
tilevel reliability for a set of variables is just one line of code rather than
the complex expressions necessary in SPSS or SAS (Shrout & Lane,
2012).

Various reliability (or generalizability) coefficients may be found
from these variance components. For instance, the reliability of in-
dividual differences over k fixed time points and m multiple items is

=
+

+ +

R
σ σ m

σ σ m σ km
( / )

( / ) /( )kF
id idxitems

id idxitems error

2 2

2 2 2 (4)

Eq. (4) is just one (#6) of the six generalizability coefficients discussed
by Shrout and Lane (2012).

3. Types of within subject variation

One purpose of studying multi-level data is to explore individual
differences in changes over time. People can differ in their affect as a
function of the situation (Wilt, 2017b), their scores can increase or
decrease over time, and they can show diurnal variation in their moods
or their performance. To find the slope over time, we simply apply a
within subject regresssion, and to examine the phase and fit of diurnal
variation, we use circular statistics (Jammalamadaka & Lund, 2006;
Pewsey, Neuhäuser, & Ruxton, 2013) using the cosinor function. In
Section 5 we discuss how to generate and analyze simulated data with a
variety of data structures, particularly growth and decay over time, and
diurnal variation.

4. Application to a real data set

In a study of 10 participants diagnosed with clinically generalized
anxiety disorder, Fisher (2015) collected 28 items for at least 60 days

Table 9
From the components of variance found in Table 8 we can find a number of generalizability coefficients
(Shrout & Lane, 2012). This is all done in the mlr or multilevel.reliability functions. The equations defining
these six estimates of reliability are given in (Shrout & Lane, 2012). As an example, we show the equation for Rkf

(Eq. (4)).

Table 8
Analysis of variance may be used on the data to find traditional Sums of Squares and Mean Squares which may be converted to variance components. The example from Shrout and Lane
(2012) is converted to long format using mlArrange and then analyzed using the aov function.
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per participant. In an impressive demonstration of how different people
are, Fisher (2015) examined the dynamic factor structure of each
person using procedures discussed by Molenaar (1985); Molenaar and
Nesselroade (2009). The purpose of the study was to encourage the use
of personalized care for clinical psychology. Most importantly, for our
purposes, the data set he analyzed is available at Fisher's website
(http://www.dynamicpsychlab.com/data) for easy download and sub-
sequent analysis. As discussed in the Appendix, the 10 data files
available may be merged into one file and we can examine both the
reliability of scales made up of subsets of items, as well as the corre-
lational pattern of these scales. It is important to note that the original
paper goes far beyond what we report here, and indeed, the analyses

that follow are independent of the main thrust of Fisher's paper. Of the
28 items, we focus on just eight, four measuring general positive affect
(happy, content, relaxed, and positive), and four measuring tension and
negative affect (angry, afraid, sad, and lonely). We see that the rating
suggests a clearly reliable separation between individuals for both po-
sitive and negative affects (Table 10). Scoring each subject for these two
moods at all time points may be done using scoreItems.

The within subject alpha reliabilities and average intercorrelations
are found from the mlr function (Table 11). It is important to note that
some participants (e.g. ID002) show much less reliability in the pat-
terning of their scores than others, and that the relationship between
positive and negative affect ranges from −.74 to .35. This may be seen
clearly in Fig. 2.

5. Simulation as a way to understand within subject data

A very powerful tool in learning how to analyze data and to test how
well various models work is to create simulated data set. The sim.-
multi function allows for creating arbitrarily large data sets with a
variety of complex data structures. The basic generator allows one to
define a factor model with 1 ... f factors with 1.. j items per factor and
for 1 ... i subjects and 1 ... k time points. It is possible to define factor
loadings globally, or individually for each subject. Factors (and their
corresponding items) can increase, remain stable, or decrease over
time, and can show diurnal variation with different phase relationships.
Diurnal variation is simulated as a sinusoidal curve varying over 24 h
with a peak (phase angle) at different times of day. An example of 16
such subjects is seen in Fig. 3 and various summary statistics are given
in Table 12. 16 subjects were simulated with two measures taken 8
times a day for six days. The scores for some subjects decreased, while
for others they increased over the 6 days. People differ in the strength
(amplitude) and phase of their diurnal rhythms. The commands to
generate these data are in the appendix.

6. Multi-level modeling using nlme and lme4 to detect trait and
state effects within and across levels

The R packages nlme (Pinheiro et al., 2016) and lme4 (Bates et al.,
2015) handle a variety of multilevel modeling procedures and can be
used to conduct random coefficient modeling (RCM), which is the
formal term for models that vary at more than one level. RCM is done in
nlme with the lme function and in lme4 with the lmer function. These
functions allow for the specification of fixed effects and random effects
within and across multiple levels. Therefore, main effects of traits and

Table 10
The multilevel.reliablity function estimates of the generalizability coefficients for
the positively and negatively valenced items from Fisher (2015). RkF is the reliability of
average of all ratings across all items and times (Fixed time effects), R1R is the gen-
eralizability of a single time point across all items (Random time effects), RkR is the
generalizability of average time points across all items (Random time effects), Rc is the
generalizability of change (fixed time points, fixed items), RkRn is the generalizability of
between person differences averaged over time (time nested within people) and Rcn is the
generalizability of within person variations averaged over items (time nested within
people).

Multilevel reliability estimates

Coefficient Positive items Negative items
RkF 1.00 1.00
R1R 0.80 0.77
RkR 1.00 1.00
Rc 0.72 0.71
RkRn 1.00 1.00
Rcn 0.64 0.59

Crossed variance components
ID 346.23 355.30
Time 0.00 0.00
Items 4.69 0.31
ID x Time 63.46 75.19
ID x items 0.00 0.00
Time x items 0.00 0.00
Residual 100.46 121.55
Total 514.84 552.35

Nested variance components
ID 351.42 368.15
ID (time) 56.99 62.28
Residual 126.37 173.19
Total 534.78 603.62

Table 11
The within person reliability for positive affect and negative affect items for the Fisher (2015) data, the within person correlations of positive and negative affect with each other, and with
time as well as the autocorrelations over time for positive and negative affect. See Fig. 2.

A table from the psych package in R

Positive items Negative items Within person correlations Auto correlations
Subject Alpha Average r Alpha Average r pos x time neg xtime pos x neg Positive Negative
ID002 0.30 0.13 0.57 0.40 −0.38 −0.18 −0.36 0.28 −0.06
ID007 0.82 0.54 0.53 0.22 −0.48 0.53 −0.60 0.39 0.44
ID009 0.75 0.43 0.80 0.49 0.05 −0.03 0.35 0.11 0.09
ID010 0.87 0.63 0.64 0.32 −0.29 −0.36 −0.28 0.41 0.37
ID011 0.88 0.65 0.54 0.29 0.43 0.13 −0.28 0.47 0.24
ID013 0.61 0.27 0.73 0.40 0.03 −0.22 −0.05 −0.11 0.22
ID022 0.84 0.55 0.39 0.14 −0.04 −0.32 −0.24 0.30 0.18
ID023 0.63 0.29 0.45 0.18 −0.01 −0.22 −0.16 0.39 0.06
ID030 0.66 0.34 0.49 0.17 0.29 0.11 −0.43 0.16 0.40
ID065 0.89 0.68 0.83 0.55 0.09 −0.48 −0.74 0.24 0.30
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states can be modeled using these functions, as can random effects of
states across traits (or any higher level variables). To do this analysis we
first found the mean positive and negative affect for each subject, and
then centered these data around the individual's overall mean (negati-
ve.cent). We see these effects (using lme) and the random coefficients
for each individual (extracted using the coef function) for the two

variables (positive and negative affect) derived from the Fisher (2015)
data set in Table 13. We see that negative emotional states lead to lower
positive emotions, but that the effect of trait negative emotion does not
affect state positive affect. The code for producing these models for
each multilevel modeling package is given in the Appendix.

Fig. 3. 16 Simulated subjects with 48 observations
over 6 days on each of two variables (red and blue).
Demonstrating within subject diurnal variation, as
well as differences between subjects in growth or
decay of the mood measures. For summary statistics,
see Table 12.

Table 12
Various within subject summary statistics of the simulated data including estimates of the phase of the diurnal rhythm, goodness of fit of the diurnal data, between variable correlations
with each other and with time of measurement, and the autocorrelation from measure to measure. Summary statistics of data shown in Fig. 3. The statistics based upon all subjects are
shown on the last line.

Within subject fit statistics and correlations from simulated data

Subject PhaseV 1 PhaseV 2 FitV 1 FitV 2 rV 1−V 2 rV 1−time rV 2−time auto.r1 auto.r2
1 3.37 0.39 0.73 0.64 0.33 −0.64 −0.04 0.78 0.23
2 19.21 7.54 0.12 0.84 −0.20 0.83 −0.20 0.70 0.53
3 2.61 2.40 0.84 0.82 0.81 −0.44 −0.31 0.63 0.51
4 6.92 8.44 0.48 0.85 0.46 0.51 0.05 0.46 0.51
5 3.37 21.98 0.79 0.65 0.04 −0.55 0.12 0.71 0.19
6 15.07 7.33 0.09 0.83 −0.14 0.82 −0.20 0.66 0.57
7 2.91 1.34 0.89 0.84 0.79 −0.41 −0.23 0.70 0.54
8 7.47 8.27 0.36 0.84 0.43 0.70 0.11 0.60 0.56
9 3.58 0.44 0.73 0.52 0.36 −0.65 −0.12 0.74 0.12
10 20.28 7.10 0.11 0.90 −0.07 0.90 −0.09 0.81 0.64
11 2.66 1.98 0.88 0.81 0.82 −0.38 −0.29 0.67 0.54
12 7.45 8.24 0.49 0.88 0.50 0.55 0.09 0.45 0.62
13 3.27 22.74 0.70 0.52 0.07 −0.64 0.06 0.73 0.24
14 22.89 7.35 0.15 0.84 −0.13 0.83 −0.21 0.65 0.57
15 2.61 1.84 0.87 0.82 0.79 −0.34 −0.30 0.61 0.59
16 8.47 7.23 0.44 0.82 0.52 0.49 0.07 0.24 0.52
Pooled data 3.37 5.23 0.28 0.37 0.36 −0.03 −0.07 0.89 0.73
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7. Conclusions

Modern data collection techniques allow for intensive measurement
within subjects. Analyzing this type of data requires analyzing data at
the within subject as well as between subject level. Although sometimes

conclusions will be the same at both levels, it is frequently the case that
examining within subject data will show much more complex patterns
of results than when they are simply aggregated. This tutorial is a
simple introduction to the kind of data analytic strategies that are
possible.

Appendix A

Here we show the R code used to do all of the simulations and analysis presented in the article. R itself may be downloaded from the
Comprehensive R Archive Network (CRAN) at https://cran.r-project.org. Many people find using RStudio (RStudio Team, 2016) helpful when
running R code although our examples do not make use of it. We use several packages psych (Revelle, 2017), lme4, (Bates et al., 2015), and nlme
(Pinheiro et al., 2016) that will first need to be installed and then made active. We also used the lattice package (Sarkar, 2008) which is installed
automatically with base-R. Installing needs to be done once and may be done from a menu option or by using the install.packages command.
Although installing needs to be done once, making selected packages “active” using the library command must be done each time when starting a
R session. Once a package is active, help for any function may be found by the help command.

A.1. Creating the toy example for Section1.1

We set the random seed to a specific number (e.g., 42, Adams, 1979) in order to produce replicable results. If the seed is not specified, a different
pseudo random sequence will be generated for each simulation. The simulation is set to create data for four subjects with two measures (V1 and V2
and V3 and V4) of each of two factors. Items are assumed to have loadings of .6 on one factor, 0 on the other. The factor intercorrelations at the
overall level are randomly varying around 0, but differ for each subject, with factor intercorrelations of −.7, 0, 0, and .7 respectively. Although
normally we would not round the results of the simulation we do so to create the data in Tables 1 and 3. In addition, the normal output of the
sim.multi is already in wide form. We convert it to Fat form and then back again as demonstrations of the reshape and dfOrder functions.

Table 13
Random coefficient modeling may be used to find random effects of states (negative.cent) and time across participants, as well as
fixed effects of traits (negative.mean), states (negative.cent), time, and interaction effects (negative.cent:negative.mean) on out-
come variables (positive). The Fisher (2015) data was modeled using the nlme function in the nlme package. Coefficients were
extracted with the coef function.
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A.2. Descriptive statistics

Basic descriptive statistics may be found by using the appropriate functions in the psych package. We find overall descriptives (describe),
descriptives by group (individual), and then a variety of multilevel statistics including the pooled within person correlations, the between person
correlations, and the individual within individual correlations using the statsBy function. We plot the data using the mlPlot function.

A.3. Multilevel reliability using the Shrout and Lane (2012) toy problem

Shrout and Lane (2012) have a toy example for showing reliability calculations. These data are available in the help file for the multi-
level.reliability function. Here is how we find the results for Table 8. We show the data in a compact format using the dput command which
takes a data.frame and prints it using an ASCII text representation. We show the wide format by calling the data.frame by name. The multi-
level.reliability function returns many different objects, including the summary table of reliabilities (Table 8) as well the data.frame con-
verted to a long format suitable for further analysis using the nlme function.
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A.4. The Fisher data set

R files are downloadable from the http://www.dynamicpsychlab.com/data and unpack as a folder with 10 subfolders. Each of those includes a
single R object (e.g., P002.Rdata). Each of these files may be read into R and combined into one larger object. To show the power of R we create a
little function to read in the data for a specified directory with a list of names. This could be done by hand for each file, or all together using our new
function. After reading the data, it is necessary to scrub the data to change all missing values from 999 to NA. As usual, we use the dim command to
see the dimensions of the data and then describe to show over all descriptive statistics.

Get and clean the data.

The data set contains 28 different mood words. For the purpose of the demonstration, we want to find the reliability of four positive affect terms
(happy, content, relaxed, and positive) as well as the four negaitve affect terms (Table 10). We then find scores for all subjects at all time periods by
using the scoreItems function. We combine these scores with the id and time information from the original file, and then plot it with the mlPlot
function. Finally, to examine the within subject correlations we use the statsBy function with the cors=TRUE option (Table 11).

A.5. Some simulations

We create 16 subjects, with two factors and three items per factor. We simulate data collected 6 times/day over 16 days. We set the random seed
to a fixed number for a reproducible example. After generating the data, we apply the cosinor function to estimate the diurnal nature of the signal,
statsBy to find the within individual correlations, and autoR to find the auto correlations of the data. We combine the various outputs into one
data.frame to display in Table 12.
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A.6. Random coefficient modeling using the Fisher data set

We prepare the Fisher data for random coefficient modeling by computing aggregate means (level 2 data) for each participant, merging the level
2 data with the level 1 state data, group-mean centering the state predictor variable around each participant's mean, and merging the centered data.
Then we conduct random coefficient models using the nlme package with the lme function and in the lme4 package with the lmer function. Random
coefficients for each participant are extracted with the coef function (Table 13).
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