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Methods for differential psychologists are the methods of all scientists: describe and
test models of data. What distinguishes our field is what constitutes data and what
are the special analytical tools we use. For the differential psychologist, data come
from self report, for observations, from physiology, and from behavioral residues.
Data are recorded over time and over space. The challenges of collecting data are
limited only by our imagination. Methods of analysis emphasize model fitting and
model evaluation.

The goals of methods in Differential Psychol-
ogy are no different from those of any other sci-
ence: descriptive and testable explanations of
phenomena. Methods thus involve the collec-
tion and analysis of data. What distinguishes
scientific fields from each other, and the field
of differential psychology in particular is what
constitutes data, the theories of our data, and
the analytical techniques used to describe and
model data. This chapter is divided into two
main sections: the kinds and sources of data we
collect and the ways in which we model (ana-
lyze) the data. In that entire text books are
devoted to data collection, to design (Shadish
et al., 2001), to inference (Pearl, 2000), and to
each of many ways to model data (Judd et al.,
2009; Loehlin, 2004; McArdle, 2009; McDonald,
1999; Mulaik, 2010; Rasch, 1960), this review
will necessarily be of the basic concepts rather
than the specifics of particular methods. For a
thorough discussion of research methods of indi-
vidual differences that is limited to personality
narrowly defined (e.g, not including intelligence,
interests or values) see the handbook edited by
Robins et al. (2007).
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Data = Model + Error (1)

A revolution in data analysis has occurred
over the past thirty years: the recognition that
we model data and compare alternative models
to each other (Rodgers, 2010). This approach
is summarized in Equation 1 which, if we rec-
ognize that our error is someone else’s signal, is
better expressed as Equation 2:

Data = Model + Residual. (2)

The process of research then is one of finding
models that fit the data with acceptably small
residual values. “Models, of course, are never
true, but fortunately it is only necessary that
they be useful. For this it is usually needful that
they not be grossly wrong.” (Box, 1979, p 2).
The current approach goes beyond just asking
for usefulness by asking if the specified model is
better than alternative models (Rodgers, 2010).

Coomb’s Theory of
Data and Cattell’s Data

Box

The left hand sides of Equations 1 and 2 are
Data. What are the data that we collect? At
an abstract level, data can be organized along
three different dimensions: type of comparison
(order versus proximity), the elements being
compared (people, objects, people x objects)
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and the number of comparisons (one or more)
(Coombs, 1964). Within this framework, a per-
son can be said to be more than an object (e.g.,
if passing an ability test item) or to be near an
object (if endorsing an attitude item), and one
person can prefer one object to another object
(be closer to one attitude than another) or have
a stronger preference than someone else. Peo-
ple can also differ in the way they group ob-
jects. The Coombs (1964) model continues to
be used within psychometrics by virtue of the
distinction between ability and preference items
in item response theory (Chernyshenko et al.,
2007) and in terms of individual differences in
multidimensional scaling of situational stress.

Cattell’s data box (Cattell, 1946) emphasized
three sources of data: People, Tests, and Oc-
casions and considered how correlations can be
taken between tests and across people at one oc-
casion (R analysis), just as correlations can be
found between people across tests (Q analysis),
or tests can be correlated within people across
occasions (P analysis), etc. Subsequently, Cat-
tell (1966) expanded the data box to include
Background or preceding variables as well as
Observers. Applications of the data box con-
cept that there are many ways to analyze our
data have been seen throughout differential psy-
chology, but the primary influence has probably
been on those who study personality and cogni-
tive development and change over the life span
(McArdle & Bell, 2000; Mroczek, 2007; Nessel-
roade, 1984).

Methods of data
collection

Individual differences can be assessed by ask-
ing people about themselves (their identity) and
other people (their reputation) or by observ-
ing behavior (what people or other animals do),
physiology and behavioral residues. Of these,
the predominant method is probably that of self
report, through the use of either questionnaires,
projective instruments, or narratives.

Self report

“Do you get angry easily?”, ”Do you find it
difficult to approach others?”, “Do you make

people feel at ease?”, “Do you do things ac-
cording to a plan?”, “Do you carry the conver-
sation to a higher level?”. These are typical
self report items taken from the International
Personality Item Pool (IPIP, Goldberg, 1999).
They follow the basic principle that if you want
to know something about someone, ask them.
With the instruction to answer the way you
normally behave, these measures of trait Neu-
roticism, Extraversion, Agreeableness, Consci-
entiousness, and Openness show stability over
long periods of time and correlate with suit-
able behavioral observations and other reports
(Roberts et al., 2007). In contrast to measures
of ability, these items are thought to measure
typical performance. In other words, they mea-
sure how one usually thinks, feels and behaves
rather than how well one can think.

A similar example would include self-report
items that allow inference about the internal
states of Energetic Arousal or Tense Arousal
(Schimmack & Reisenzein, 2002; Thayer, 2000).
When asked about energetic arousal (how alert,
active or vigorous one feels in contrast to sleepy,
tired or drowsy) or tense arousal (anxious, wor-
ried or tense versus calm or relaxed), subjects’
scores will change over the day and in response
to factors such as caffeine, exciting or depressing
movies, and exercise (Revelle, 1993).

These items are direct and obvious. They
may be formed into scales using factorially
homogenous keying (Goldberg, 1972), also
known as an inductive strategy (Burisch, 1984).
Classic examples of such inventories are the
Eysenck Personality Inventory (EPI, Eysenck
& Eysenck, 1968), the NEO-PIR (Costa & Mc-
Crae, 1985), and the sixteen Personality Factors
(16PF, Cattell & Stice, 1957). Some invento-
ries, however are developed using the empirical
or external strategy of finding items that distin-
guish known groups from people in general, e.g.,
the MMPI (Hathaway & McKinley, 1943) or the
Strong Vocational Interest Inventory (Strong,
1927). They also differ from rational or deduc-
tively constructed tests such as the California
Psychological Inventory (CPI, Gough, 1957) or
the Personality Research Form (PRF, Jackson,
1967).

The advantages and disadvantages of em-
pirical, rational, and homogenous keying tech-
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niques were well reviewed by Goldberg (1972),
Hase & Goldberg (1967) and Burisch (1984). In
general, rational and factorial techniques work
better for predicting more predictable criteria,
but empirical/external techniques are better
able to predict very unpredictable criteria (e.g.,
dropping out of college). Tests assessing inter-
ests (Holland, 1959, 1996; Strong, 1927) have
traditionally used empirical scale construction
methods and have incremental validity when
predicting diverse criteria such as success in
graduate school (Kelly & Fiske, 1950).

Some question how self reports can be valid
given the tendency to dissimulate or self en-
hance. R. Hogan & Nicholson (1988), R. Hogan
& Kaiser (2005), R. Hogan (2007) address this
issue for predicting real life criteria (leadership
effectiveness in organizations). Self report mea-
sures are quite successful at predicting this im-
portant criterion. J. Hogan et al. (2007) directly
address the problem of faking and report that
it was not a problem for selecting job applicants
for security positions.

Constructing self report inventories. Practi-
cal advice for constructing self report invento-
ries for the differential psychologist (e.g., Clark
& Watson, 1995; Simms & Watson, 2007; Wat-
son, 2005) emphasizes starting with a good the-
oretical understanding of the constructs to be
measures and the population of interest, writing
items that are clear and readable, examining the
internal structure of the items, purify the scales
developed, check for external validity in terms
of correlations with criterion groups, further re-
finement of items and finally extensive docu-
mentation. Issues to consider include breadth of
items, definition of facets of the construct, clar-
ity of wording of items, response analysis using
IRT technique, suitability for the target pop-
ulation and evidence for convergent, discrimi-
nant, and construct validity. Types of item se-
lection techniques include empirical based upon
known groups, homogeneous, based upon the
factor/cluster structure of the domain of items,
or just rational choice based upon theory.

Narratives

Narrative approaches to individual differ-
ences have grown in popularity in recent years.

Researchers collecting narrative data typically
do so as a means to assess how people make
sense out of their lives (Pasupathi & Hoyt,
2009). Therefore, the preferred unit of analysis
are life-stories or discrete scenes from one’s life-
story. Many narrative researchers work from
the perspective of narrative identity (McAdams,
2008): from this perspective, the psychological
construction and telling of a life story brings
together one’s remembered past and imagined
future into a narrative identity that potentially
provides life with some degree of unity, mean-
ing, and purpose (Singer, 2004). Life stories
feature particular scenes occurring at different
times in one’s life and, like any good story, con-
vey a variety of themes through its structure,
characters, and plot (McAdams, 1993).

Due to the massive amount of scenes, events,
and memories a person accumulates through-
out a lifetime, quantitative analysis of narra-
tive identity at first seems a daunting under-
taking. Indeed, the cumbersome methods of
the case study and the study of single lives are
more amenable to qualitative analysis. How-
ever, modern narrative researchers have been up
to the task, as the past two decades have seen
steady growth in creative, quantitative method-
ologies to analyze narratives.

One fruitful approach to dealing with the
problem of scene selection is the introduc-
tion of the standardized life story interview
(McAdams et al., 1997) in which people nar-
rate a set of important scenes in their lives (high
points, low points, turning points, vivid mem-
ories from childhood, adolescence, adulthood,
and an imagined future scene) and trained hu-
man coders assess these scenes for structural
and thematic elements. Studies employing
this approach aggregate scores for such themes
as emotional tone, complexity, and coherence
(McAdams, 1993). Another approach for ana-
lyzing narratives, which focuses on the impor-
tance of individual scenes rather than the entire
story, is to have people narrate a self-defining
memory (Singer & Blagov, 2004). Self-defining
memories are especially emotional and vivid
scenes that communicate how people came to be
who they are today and may be coded similarly
to the scenes in the life story interview. An
innovative method of assessing narrative data
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is to code how people think about their own
narratives, termed autobiographical reasoning
(Habermas & Bluck, 2000). The process of au-
tobiographical reasoning is analogous to telling
a meta-narrative, as people reflect and comment
on the meaning of different scenes in their own
narratives and what implications those scenes
may have (McLean, 2005). Still others obviate
the need for human coders by taking advantage
of the ability of computerized text analysis pro-
grams to count words relevant to various the-
matic categories (Pennebaker et al., 1997). For
example, researchers interested in how much
positive emotional content is conveyed in a nar-
rative have the ability to count how many pos-
itive emotion words such as happy, joy, elated,
etc. appear in their participants’ narratives.

Ability tests

The typical self report inventory measures
what people normally do. Ability tests mea-
sure how well they can do. Originally devel-
oped as predictors of poor school performance,
ability tests such as the SAT and GRE have be-
come standard predictors of college and grad-
uate student performance (Kuncel et al., 2001,
2007). Commercial IQ tests are given in most
clinical assessments. Within the field of cogni-
tive abilities, there have been two broad tradi-
tions, the psychometric measurement oriented
approach and the cognitive processes approach.
With a better understanding of the cognitive
processes involved in ability tests, it is thought
possible to combine cognitive theory with ad-
vanced psychometric principles (e.g., Item Re-
sponse Theory) to create more efficient test-
ing instruments (Embretson, 1998). Unlike the
open source IPIP (Goldberg, 1999) there does
not seem to be a public domain set of ability
items that different labs can use. Rather, there
are sets of commercial tests, both individualized
and group forms that need to be purchased, or
“home brew” tests that are unique to particular
lab groups.

A fundamental assumption of ability tests is
that performance is not affected by motivational
state and that all participants are performing at
the best of their ability. This is, however, not
true. See Revelle (1993) for compelling evidence
that motivational states associated with caffeine

or diurnally variable energetic arousal affects
ability test performance by up to one standard
deviation. Individual differences in anxiety and
stereotype threat have also been shown to af-
fect cognitive performance, even on high stakes
testing.

Other report

The ratings of professional psychologists
(Fiske, 1949), of teachers (Digman, 1963), of
peers (Norman, 1963, 1969; Tupes & Christal,
1961), or of self show a remarkable degree of
consistency in identifying 5 broad factors of be-
havior (Digman, 1990). These five have become
known as the ‘Big 5’ dimensions of personal-
ity (Digman, 1990; Goldberg, 1990). However,
not all find such a simple five dimensional so-
lution. Walker (1967) when comparing teacher,
peer and self ratings among elementary school
children showed consistency in identifying a two
dimensional circumplex structure with primary
axes that could be interpreted as activity and
neuroticism. With the use of appropriate in-
ternet techniques, it is relatively easy is to get
useful informant reports (Vazire, 2006).

Behavioral observation

Self-report and to a lesser extent other-report
have been the most prominent ways of assess-
ing personality, however, perhaps the most in-
tuitive way to do so is to observe how people ac-
tually behave. This sound reasoning underlies
the use of behavioral observation. Although in-
tuitive, behavioral observation has rarely been
employed, due in part to the relatively high
costs associated with devising a viable behav-
ioral observation scheme (Funder, 2001). In-
deed, it is much more difficult to develop a sys-
tem for coding behavior, train coders, and ac-
tually conduct observations than it is to have
individuals or informants fill out global person-
ality ratings (Furr & Funder, 2007). Notwith-
standing these costs, behavioral observation is
worth pursuing for the simple reason that ac-
tual behavior is what psychologists really care
about (Baumeister et al., 2007). Thus, behav-
ioral observation may be held as a gold standard
in differential psychology.



METHODS IN DIFFERENTIAL PSYCHOLOGY 5

Behavioral observation may occur in natural
settings or in laboratory settings. A longstand-
ing goal of differential psychology is to predict
what people do in naturally occuring environ-
ments, however, it is obviously difficult to col-
lect such data in a non-intrusive way. A new
methodology called EAR (Mehl & Pennebaker,
2003) relies on a small recording device that is
programmed to turn on and off throughout the
day, recording for a few minutes at a time, pro-
ducing objective data in natural environments.
Laboratory based methods of behavioral obser-
vation by definition lack some of the external
validity of naturalistic studies but offer con-
trolled environments in which to examine be-
havior. The German Observational Study of
Adult Twins (GOSAT) project of Borkenau et
al. (2001) has had participants take part indi-
vidually in structured laboratory activities de-
signed to elicit behaviors relevant to the Big 5.
Extending Borkenau et al. (2001) methods, Nof-
tle & Fleeson (2010) have recently reported the
first results of a large scale observational study
of people interacting in group activities; these
studies observed not only content of behavior
but how much behavior varies as a function of
age across adulthood. Behavioral observation
in the lab is not limited to adults, as exem-
plary studies conducted by Emily Durbin and
colleagues (Durbin et al., 2007; Durbin & Klein,
2006; Durbin et al., 2005) have used standard
laboratory tasks designed specifically to elicit
behavior related to childhood temperamental
characteristics.

In each of the aforementioned studies, re-
searchers had to make difficult decisions about
what to observe. Indeed, no one study is large
enough to catalogue all behaviors; thus, it is
important to carefully consider theoretical rea-
sons for choosing variables. Oservational stud-
ies may assess discrete behaviors (e.g., smiles)
by counting the frequencies of their occurrence,
or by having observers make a single rating
of a target on behavioral dimensions (Borke-
nau et al., 2004). Coding systems for behav-
ior/emotion are available, with the Riverside
Behavioral Q-Sort (Funder et al., 2000) and the
Facial Action Coding System (FACS) developed
by Ekman et al. (1978) as perhaps the best
known and well-validated measures. Choices

also have to be made about how many observers
to employ, who should observe the target behav-
ior, and whether observation should be done live
or from videorecordings (Furr & Funder, 2007).
These choices should be guided by the theoret-
ical questions each study is attempting to an-
swer. It is also important to assess the quality
of coded data; indices of inter-rater agreement
are typically computed as intraclass correlations
(Shrout & Fleiss, 1979), which may be com-
puted in various ways in order to best suit the
structure of one’s coding system. The recent in-
crease in commitment to behavioral observation
and advances in technology making this method
more feasible are moving differential psychology
toward a becoming a more mature science of ac-
tual behavior.

Physiological measures

The utilization of physiological measures is
typically done with the purpose of discover-
ing the biological basis or etiology of individ-
ual differences (Harmon-Jones & Beer, 2009).
Neuroimaging techniques are among the most
popular physiological measures employed; the
specific neuroimaging technique used in a par-
ticular study depend on the theoretical ques-
tion the study is designed to investigate. Re-
searchers interested in how brain structure re-
lates to individual differences rely on Magnetic
Resonance Imaging (MRI) in order to generate
detailed images of the brain (DeYoung et al.,
in press). Studies concerned with brain activity
may use functional MRI (fMRI) (Canli, 2004).
fMRI relies on the blood oxygen level dependent
(BOLD) contrast effect to measure blood flow as
an indicator of brain activity. Another way that
differential psychologists measure brain activity
(D. L. Johnson et al., 1999) is Positron Emission
Tomography which detects gamma rays emit-
ted from a tracer introduced to the body to
generate images. fMRI and PET have good
spatial resolution but poor temporal resolution;
therefore, researchers interested in measuring
brain processes as they occur (Wacker et al.,
2006) may prefer to use electroencephalogra-
phy (EEG). EEG records electical activity along
the scalp generated by neurons firing in brain
and has good temporal resolution but poor spa-
tial resolution. A popular physiological measure
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outside of the brain is salivary cortisol (Chida &
Steptoe, 2009), which relates to Hypothalamic
Pituiatary Axis stress-response. Other physio-
logical measures showing reliable individual dif-
ferences include body temperature (Baehr et al.,
2000), blood pressure, heart-rate, skin conduc-
tance, and eye-blink startle response (Diamond
& Otter-Henderson, 2007).

Remote data collection

Perhaps the most challenging methodologi-
cal question for personality researchers is the
desire to assess individual differences in a man-
ner that holistically reflects all the relevant as-
pects of personality through the use of assess-
ment tools with fine-grain accuracy. In fact,
this is generally not possible due to limitations
regarding the number of items that individual
participants are willing to take. The historical
resolution of this challenge has been the pursuit
of accurate data which is limited to a unique
domain. Today, it is possible to meet this chal-
lenge through the use of remote data collection
procedures and the combination of responses
from vastly greater sample sizes. The technique
of Synthetic Aperture Personality Assessment
(Revelle et al., 2010) gives each participant a
small subset of items from a larger item pool,
and then combines these responses across sub-
jects to synthetically form very large covariance
matrices.

The main source of remote data collection
comes from survey-oriented, web-based stud-
ies. Though the use of internet samples is
appealing in terms of the ease of collection
and the diversity of samples (Gosling et al.,
2004), this relatively new method does present
some unique challenges. Of considerable im-
portance is the implementation of safeguards
against the incidence of repeated participation
by the same subject. The incidence of more in-
sidious concerns (such as misrepresentation or
item-skipping) is more difficult to avoid and
must therefore be taken into account during
data analysis (J. A. Johnson, 2005). In addi-
tion, traditional paper-and-pencil measures do
not always transfer to electronic formats with-
out distortion and, even when such migrations
are possible, care must be taken to maintain
validity (Buchanan et al., 2005). To this end, a

large number of scales are accessible in the pub-
lic domain through the central IPIP repository
(Goldberg et al., 2006).

While the web-based studies are the primary
source of growth within the use of remote data
collection, several other technologies contribute
to this methodology. Some of these measures
are addressed below in the context of longi-
tudinal studies. Notably, recent advances in
“self-tracking” technologies provide more reli-
able replacements to diary-based studies of be-
havioral and affective measures. One example
of this technology is the electronically activated
recorder (EAR) employed by Mehl et al. (2007).
Research based on the use of this device to date
have explored differences in the conversational
habits across gender and well-being.

National and international surveys

One consideration for researchers who are in-
terested in exploring individual differences in
longitudinal research is that data from some
studies are openly accessible. For instance, the
U.S. Bureau of Labor Statistics allows free ac-
cess to the results of several longitudinal surveys
(though some datasets may require applica-
tion). Examples of these studies include the Na-
tional Longitudinal Survey of Youth (NLSY79),
which has tracked about 13,000 young men
and women since 1979 and their biological chil-
dren since 1988 (Harvey, 1999). Many other
countries (including Britain, Australia, Ko-
rea, Switzerland, Canada and Germany) offer
comparable datasets which are openly avail-
able or can be accessed through the Cross-
National Equivalent File (Burkhauser & Lillard,
2007). Of course, many research topics are not
amenable to the use of pre-existing datasets.
When it is appropriate however, these resources
can be a practical and invaluable means of con-
ducting longitudinal or cross sectional analyses
in a fraction of the time that is typically re-
quired.

In addition to these longitudinal data sets,
large scale assessments often make use of multi-
ple data collection methods. The Programme
for International Student Assessment (PISA)
for example, employs both survey methods (for
collecting information about participants’ back-
grounds and opinions) and behavioral methods
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(for testing participants’ aptitude in mathemat-
ics, reading, science and problem-solving skills).
The data from PISA assessments, which are
conducted with 15 year old participants every
three years in as many as 65 countries, are dis-
seminated by the OECD and freely available for
analysis (Anderson et al., 2007). See (e.g., Hunt
& Wittmann, 2008) for an examination of the
relationships between national intelligence, lev-
els of educational attainment and national pros-
perity. A variety of other topics are covered
through similar assessments by national and in-
ternational agencies, including e.g., the Interna-
tional Monetary Fund, the World Health Orga-
nization and the United Nations. Despite lack-
ing the flexibility of customized designs, use of
such data allows for insightful comparative anal-
yses across countries and large groups.

Animal research

As it has with other fields, the study of
animal behavior offers individual difference re-
searchers the opportunity to design experiments
which would be impractical or unethical with
human subjects (Vazire et al., 2007). Until
recently the use of animal research to study
differential psychology was primarily in lesion
and drug studies (e.g., Gray, 1982; Gray & Mc-
Naughton, 2000) or in multi-generation selec-
tion studies for reactivity in the rat (Broad-
hurst, 1975). Observational studies of ongoing
behavior in non-human animals in unrestricted
environments has been relatively limited, hav-
ing been constrained by measurement chal-
lenges (Gosling & Vazire, 2002) and the“specter
of anthropomorphism” (Gosling & John, 1999).
Research to date has included such obvious sub-
jects as dogs and chimpanzees in addition to
more surprising choices, such as snakes and oc-
topi (Gosling, 2001) or the pumpkin seed sun-
fish (Coleman & Wilson, 1998). Such animal re-
search are currently limited to the use of obser-
vational behavioral reports and include a num-
ber of unique challenges (Vazire et al., 2007).
It is likely however that the ability of animal
research to contribute to the study of human
personality will increase over time as best prac-
tices are identified and further developed.

Types of designs

As has been ruefully commented upon many
times (Cronbach, 1957; Eysenck, 1966; Vale
& Vale, 1969), the broad field of psychol-
ogy has represented two seemingly antitheti-
cal approaches: the experimental and the ob-
servational . Reconciliations and unifications of
these approaches have been repeatedly called
for (Cronbach, 1957, 1975; Eysenck, 1997) with
limited success (Revelle & Oehleberg, 2008).
Both approaches have the same goal: to identify
(causal) sources of variance unconfounded with
other variables.

The classic difference between these two ap-
proaches has been an emphasis upon central
tendencies versus variation, between statistics
emphasizing group differences (t and F ) ver-
sus those emphasizing variation and covariation
(σ2 and r). But with the realization that these
statistics are all special cases of the general lin-
ear model it became clear that the difference
was not one of analysis, but rather of theory
testing.

Experimental
approaches

The essence of an experimental approach is
random assignment to condition. Randomiza-
tion serves to break the correlation between
experimentally manipulated Independent Vari-
ables (IVs) from non-observed but potentially
Confounding Variables (CVs). The set of po-
tentially confounding variables is infinite, but
includes individual differences in age, sex, social
status, education, prior experience, and moti-
vation as well as situational variables such as
time of day, immediate past experience, inter-
actions between subject variables and experi-
menter characteristics (e.g., sex of subject in-
teraction with sex of experimenter). By ran-
domly assigning participants to experimental
conditions, the expected value of the correla-
tion of the IV with the CVs is zero. Although
never actually zero, as sample size increases, the
unobserved confounding correlations will tend
towards zero.



8 REVELLE, CONDON, AND WILT

Person by condition interactions

Experimental approaches to the study of in-
dividual differences would seem oxymoronic, for
how can we randomly assign individual differ-
ences? We can not. But we can investigate
the relationship between individual differences
and the experimentally manipulated conditions
to test theories of individual differences. The
power of interactions between individual dif-
ferences (sometimes called Person Variables or
PVs) and our experimental IVs is that the PV *
IV interaction allows for a clearer understand-
ing of the limits of the effects of both. Inter-
actions show the limit of an effect. By having
an interaction, we can rule out many extrane-
ous explanations. That introversion is associ-
ated with better performance on exams could be
because introverts are smarter than their more
extraverted colleagues. But with a stress ma-
nipulation that reverses the rank orders of in-
troversion and performance, we can rule out an
ability explanation (Revelle et al., 1976).

Between-person vs. Within-Person. Individ-
ual differences researchers study factors that
vary across individuals (between-person vari-
ability) and factors that vary across time and
situation within the same individual (within-
person variability)1. It is important to real-
ize that, although the between-person relation-
ship for two variables will mirror the within-
person relationship for those variables in some
instances, this is not a necessarily the case
(Fleeson et al., 2002). Thus, for the same reason
that questions pertaining to between-group and
within-group relationships must be analyzed
separately, so must investigations of between-
person and within-person relationships.

Lab based

The power of interactions of a experimental
variable with an individual difference variable
was shown in a series of experimental studies
examining the effect of caffeine induced arousal
on cognitive performance. Rather than finding
any main effects of individual differences or of
caffeine it became clear that caffeine enhanced
performance for some of the people, some of the
time. The first study in this series showed that

caffeine and time pressure hindered the perfor-
mance on a complex test similar to the Gradu-
ate Record Exam about .6 standard deviations
for the most introverted participants while si-
multaneously enhancing performance about the
same amount for the more extraverted partic-
pants (Revelle et al., 1976). This was initially
taken as evidence in favor of the arousal model
of extravesion (Eysenck, 1967). But with fur-
ther examination, this effect was true only in the
morning, and only true for the impulsivity sub-
component of extraversion (Revelle et al., 1980).
This led to a rethinking of the arousal model as
well as to a reconceptualization of the measure-
ment of extraversion (Rocklin & Revelle, 1981).
Indeed, further experiments involving the inter-
actions of anxiety with feedback manipulations,
and the demonstration of the independence of
these effects from the caffeine effects led to a
theory integrating trait and state individual dif-
ferences with situational stressors and cognitive
processes (Humphreys & Revelle, 1984).

Lab based studies have long been a staple
of research investigating Reinforcement Sensi-
tivity Theory (Corr, 2008). Recent studies at-
tempting to integrate theories of functional im-
pulsivity with RST (Smillie & Jackson, 2006)
and test whether fear and anxiety originate from
separable neurobehavioral systems described by
RST (Perkins et al., 2007) continue in this tra-
dition. Additionally, research on individual dif-
ferences in anxiety (Wilt et al., in press) exem-
plify the wide range of experimental methods
available (Armstrong & Olatunji, 2009; Fox et
al., 2001) to differential psychologists.

Randomized field studies

Although typically associated with lab based
studies, experimental design also enhances field
studies (Cook et al., 1979). Consider the effect
of anxiety on student performance in a gateway
science course (in this case, a year long course
in biology is a requirement for a major in bio-
logical sciences, Born et al., 2002). Prior work
had suggested that performance is enhanced for

1 Sometimes between-person variability is re-
ferred to as interindividual variability, whereas
within-person variability is referred to as intrain-
dividual variability
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women and minority students when assigned to
study groups. To avoid a confounding with
a ‘volunteer effect’, Born et al. (2002) exam-
ined how study groups interacted with anxiety
and gender by randomly assigning volunteers to
study groups or a control condition. At the
end of the year they were able to disentangle
the study group effect (by comparing those ran-
domly assigned to study groups and their ran-
domly matched controls) from the volunteer ef-
fect (by comparing volunteers not assigned to
study groups with non-volunteers).

Many long term health studies have ran-
domly assigned participants to condition.
When analyzing these data, it is tempting just
to include those who follow the research proto-
col. Unfortunately, this is where individual dif-
ferences become very important, for it has been
found that conscientious placebo takers have re-
duced mortality rates compared to their non-
adherent counterparts (Gallagher et al., 1993;
Horwitz et al., 1990; Irvine et al., 1999) That
is, the behavioral correlates of personality can
swamp any effects due to an experimental ma-
nipulation.

Observational
approaches

In contrast to experimental studies which can
examine the causal relationship between envi-
ronmental manipulations and individual perfor-
mance, observational studies try to infer latent
states based upon the covariance of various mea-
sures at one time or the patterning of results
across time.

Cross sectional studies

Far more than any other type of design, cross-
sectional studies represent the predominant ap-
proach for researching individual differences.
When employed to its full potential, a single
cross-sectional design has the power to capture
a wide variety of correlations across multiple do-
mains and emphasize the relevance of individual
differences in the process. Most of the published
literature reflects this approach and does not
need to be discussed here.

Longitudinal studies

Though substantially outnumbered by cross-
sectional designs, longitudinal studies have
played a crucial role in the evolution of differen-
tial psychology as a field. The primary reason
relatively few researchers have employed longi-
tudinal designs historically is because they re-
quire a greater commitment of resources and
are therefore thought to introduce incremental
risk, especially in academic environments where
funding is uncertain and career development is
often tied to publication. However, it’s also
the case that carefully constructed longitudi-
nal studies can be considerably more power-
ful than cross-sectional designs and that this
incremental power should be taken into ac-
count when comparing the merits of both ap-
proaches (Costa & McCrae, 1992). While lon-
gitudinal studies may introduce new confound-
ing variables, they typically reduce the variance
of cross-sectional measures of a given construct
by virtue of repeated measures. More impor-
tantly, they allow researchers to gather data on
many topics (e.g. the stability of traits over the
lifespan) which cannot be adequately addressed
with cross-sectional approaches.

Longitudinal methods represent “the long
way” of studying personality (Block, 1993), and
in some cases those lengths have extended well
beyond fifty years. Though able to inform a
number of important issues, the explicit - and
perhaps most important - goal of these long-
term studies is to identify the factors that lead
to longer and healthier lives. For instance,
several prominent examples of longitudinal re-
search have explored the relationship between
intelligence, morbidity and mortality, a field
recently referred to as cognitive epidemiology
(Deary, 2009).

Based on the Scottish Mental Health Surveys
of 1932 and 1947 and subsequent follow-ups,
findings from Deary et al. (2004) demonstrate
the higher intelligence levels in youth are pre-
dictive of both survival and functional indepen-
dence in old age. An earlier example is Ter-
man’s Life-Cycle Study, which began in 1921
and tracked high IQ school-children until their
deaths (Friedman et al., 1995; Terman & Oden,
1947). Though measures used by Terman were
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less developed than those in use today, they
were progressive for their time and sufficient for
correlating life expectancy outcomes with sub-
sequently developed personality constructs such
as the Big Five. Most notably, the findings in-
clude correlations between longevity, conscien-
tiousness and a lack of impulsivity.

Within the field of cognitive epidemiology,
many researchers are using longitudinal meth-
ods to further specify the factors which mediate
life outcomes. In terms of the differential ef-
fects of maturational and generational changes,
Elder (1998) has performed comparative anal-
yses across longitudinal studies with the Ter-
man Life-Cycle Study and the Berkeley Insti-
tute studies, which tracked children born ap-
proximately 10 and 20 years after the“Termites”
(Block, 1971; Elder, 1998). On the basis of the
age differences across these samples, Elder has
focused his analysis on the differential devel-
opmental impacts of the Great Depression and
World War II (Elder, 1998; Elder et al., 1994).
In the case of WWII, sample participants who
were older when entering military service paid
a higher price in terms of health outcomes and
career interruption than those who entered at
younger ages (Elder et al., 1994). His findings
suggest that even global, historical events of
this nature can have non-uniforms effects across
populations which are largely dependent on age.

While comparison across different longitudi-
nal designs is one method of examining cohort
effects, the Seattle Longitudinal Study achieved
similar comparisons in a single study through
the use of sampling with replacement (Schaie,
1994). In addition to repeated assessment of
the initial sample, finding from the SLS have
been meaningfully informed by the addition of
new participants at each seven-year assessment.
In all cases, participants have been drawn from
the membership of a HMO group in the Seat-
tle, Washington area and include a wide vari-
ety of professionals (from white- and blue-collar
jobs) and their family members. Despite this
limited commonality, each assessment group has
included participants reflecting a wide range of
ages.

Chief among the findings of the SLS is the
presence of substantial generational differences
across the six latent constructs according to par-

ticipants’ birth year. In other words, it’s not
only the case that participants’ intellectual abil-
ities vary by age but they also vary differentially
from one generational cohort to the next. While
several factors have been proposed to explain
this effect (Flynn, 1987, 1999, 2000), correla-
tional data from the SLS suggest that improve-
ments and exposure to formal education are ex-
planatory factors. In any case, the SLS high-
lights the unique power of longitudinal studies
by suggesting that prior cross-sectional studies
which explored age-related declines in cognitive
ability may inaccurately estimate the degree of
decline due to cohort differences (Schaie, 1994).

Among more recent longitudinal research,
the Study of Mathematically Precocious Youth
(SMPY) was begun by Stanley in 1971 and
continued by Benbow, Lubinski, and their col-
laborators (Benbow et al., 1996) with the in-
tent of identifying and addressing the educa-
tional needs of mathematically gifted children.
Though the scope of the study was later broad-
ened slightly to include the needs of children
who are gifted in other domains (Lubinski &
Benbow, 2006), SMPY remains distinguished
by the depth with which it has explored the
relationship between the ability, temperament
and interests of uniquely gifted children. As-
sessment is ongoing, but findings from SMPY
will undoubtedly inform recent efforts to en-
courage greater interest among students in sci-
ence, technology, engineering and mathematics
(the “STEM” areas).

Brief with-in subject studies. The process
of tracking subjects over long periods is both
the primary advantage of longitudinal studies
and the primary reason why they are not more
widely implemented. Not only is it more costly
and arduous to maintain contact with partici-
pants after the initial phase of data collection,
but longitudinal designs seldom produce mean-
ingful findings over a short time horizon (Costa
& McCrae, 1992). One means of mitigating
this aspect of longitudinal design is to limit the
duration of the study and/or increase the fre-
quency of data collection.

When the duration of study and frequency of
data collection are drastically changed, as oc-
curs in brief with-in subject studies, the result-
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ing design may no longer appear longitudinal in
nature (though still clearly distinct from cross-
sectional). Studies of this type assess partici-
pants at very short intervals for a period of days
or weeks and are used to explore the ways that
behavior is effected by transient affective states,
motivational pressures and diurnal rhythms. Of
course, these designs cannot assess the long-
term stability of attributes like typical longi-
tudinal studies but this trade-off is acceptable
when studying fine-grained behavioral patterns
that are often lost between the infrequent mea-
surement intervals of long-range studies.

Historically, experiments of this nature were
restricted to the use of diary formats and suf-
fered from issues related to data quality as a
result. Fortunately, the introduction of sev-
eral new technologies in recent years has helped
to increase the ease of using this methodology.
While cell phones are the most ubiquitous form
of these technology, the list includes a broad ar-
ray of self-tracking tools capable of measuring
an increasing number of behavioral and inter-
personal activities.

Of course the use of these technologies with
longitudinal designs of longer durations is pos-
sible as well, but there are limits to the partic-
ipants’ willingness to devote their free time to
academic research. While some existing tech-
nologies are able to collect and upload data via
the Internet with minimal human involvement,
the most germane data typically requires a de-
gree of self-reflection on behalf of the partici-
pant. In this respect, long-term studies with
high frequencies of data collection are not likely
to employ current personality measures.

Nevertheless, the implementation of new
data collection technologies will almost cer-
tainly influence the evolution of data collection
techniques, and there is reason to believe this
will be especially true in relation to brief within-
subject designs. One hopes that further innova-
tive development of these technologies will lead
to exciting advances in personality research.

Methods of analysis

If Data = Model + Residual, the fundamen-
tal question of analysis is how to estimate the
model? This depends, of course, on what the

model is, but in general the method is to use the
appropriate computational tool, whether this is
a graphical description of the data or multi-
wave, multi-level latent class analysis. For al-
most all problems facing the individual differ-
ence researcher, the appropriate computations
can be done in the open source statistical sys-
tem, R (R Development Core Team, 2009). De-
veloped by a dedicated group of excellent statis-
ticians, R has become the lingua franca of statis-
tics and is becoming more used within psychol-
ogy. In addition to the basic core R program
which is freely available for download from the
web, there are more than 2,000 specialized pack-
ages developed for different applications. A
growing number of these packages are devoted
to the problems of data analysis faced by the
individual differences researcher (e.g., the psych
package by Revelle, 2010). R is not only free but
is also very powerful, it is the statistics system
of choice for individual differences research.

Summary statistics and the problem of
scaling

The most simple model of data is just the
central tendency. But depending upon distri-
butional properties such as skew, the two most
common estimates (mean and median) can give
drastically different values. Consider the case
of family income in the United States according
to the U.S. Census from 2008. Although mean
family income was $66,570, median income was
just $48,060. Any analysis using income as a co-
variate needs to take into account its log-normal
characteristics. Besides offering graphical tools
to detect such skewness, R has many ways to
transform the data to produce “better behaved”
data.

Non-linearities of the relationship between
the latent variable of interest and the observed
variable can lead to “fan-fold” interactions be-
tween ability and experimental manipulations
(or just time) that suggest that individuals with
higher initial scores change more or less than in-
dividuals with initially lower scores. Consider
the hypothetical effect of one year of college
upon writing and mathematics performance.
Writing scores at one university go from 31 to 70
for an increase of 39 points but at another the
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scores go from 1 to 7 for an increase of 6 points.
Most people would interpret this interaction (a
gain of 39 versus a gain of 6 points) to reflect ei-
ther the quality of instruction or the quality and
motivation of the students. But when the same
schools show that math scores at the first uni-
versity improve just 6 points from 93 to 99 while
going up 39 points (from 30 to 69) at the the
other school, they interpret this change as rep-
resenting a ceiling effect for the math test. But
this interaction is exactly the same (although
reversed) as the previous one. Such interactions
due to the properties of the scale are also called
floor and ceiling effects than can be eliminated
with the appropriate monotone transformation.
Unfortunately, these tend to be applied only if
the interaction goes against expectation (Rev-
elle, 2007).

The correlation coefficient and its near-
est relatives

Sir Francis Galton may be credited with de-
veloping the theory of the correlation coefficient
in his paper on “co-relations and their measure-
ment” (Galton, 1888) which followed his paper
(Galton, 1886) discussing the “the coefficient of
reversion”. Although the correlation was origi-
nally found by graphically fitting slopes to the
medians for different values of the predictor
(Galton, 1888), Pearson (1896) introduced the
correlation coefficient bearing his name as the
average cross product (the covariance) of stan-
dard scores

rxy = Covzxzy = Cov x
σx

y
σy

=
Covxy

σxσy
(3)

and then Spearman (1904b) introduced the for-
mula to psychologists in terms of deviation
scores

r = ∑xiyi√
∑x2

i ∑y2
i

. (4)

It is Equation 4 that is most useful for seeing the
relationship between the Pearson Product Mo-
ment Correlation Coefficient and a number of
other measures of correlation (Table 1). When
the data are continuous, r is known as a Pearson
r. If the data are expressed in ranks, then this is
just the Spearman rho. If X is dichotomous and

Y continuous, the resulting correlation is known
as a point bi-serial. If both X and Y are dichoto-
mous, the correlation is known as Phi (φ). All
of these use the same formula, although there
are shortcuts that used to be used. Three ad-
ditional correlation coefficients are listed which
with the assumption of bivariate normality are
equivalent to a Pearson r.

Researchers with an experimental bent tend
to report seemingly different statistical esti-
mates of the effect of one variable upon another.
These are, however, merely transformations of
the Pearson r (Table 2). Useful reviews of the
use of these and other ways of estimating ef-
fect sizes for meta-analysis include Rosnow et
al. (2000) and the special issue of Psychological
Methods devoted to effect sizes (Becker, 2003).

With an appreciation of the different forms
of the correlation it is possible to analyze tra-
ditional data sets more appropriately and to
reach important conclusions. In medicine and
clinical psychology for example, diagnoses tend
to be categorical (someone is depressed or not,
someone has an anxiety disorder or not). Co-
occurrence of both of these symptoms is called
comorbidity . Diagnostic categories vary in their
degree of comorbidity with other diagnostic cat-
egories. From the point of view of correlation,
comorbidity is just a name applied to one cell
in a four fold table. It is possible to analyze co-
morbidity rates by considering the probability
of the separate diagnoses and the probability of
the joint diagnosis. This gives the two by two
table needed for a φ or rtet correlation. For in-
stance, given the base rates (proportions) of two
diagnostic categories (e.g., anxiety= .2 and de-
pression =.15) and their co-occurence (comor-
bidity, e.g., .1), it is straightforward to find the
tetrachoric correlation between the two diag-
noses (.75). By using this basic fact, Krueger
(2002) converted the comorbidities of various
mental disorders to a matrix of tetrachoric cor-
relations suitable for factor analysis and was
able to argue for a two dimensional structure
(internalizing and externalizing disorders) for a
broad set of personality disorders.

Multiple R and the General Linear Model

A straight forward generalization of bivari-
ate correlation and regression is the problem of
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Table 1
A number of correlations are Pearson r in different forms, or with particular assumptions. If
r = ∑xiyi√

∑x2
i ∑y2

i
, then depending upon the type of data being analyzed, a variety of correlations are

found.
Coefficient symbol X Y Assumptions
Pearson r continuous continuous
Spearman rho (ρ) ranks ranks
Point bi-serial rpb dichotomous continuous
Phi φ dichotomous dichotomous
Bi-serial rbis dichotomous continuous normality
Tetrachoric rtet dichotomous dichotomous bivariate normality
Polychoric rpc categorical categorical bivariate normality

Table 2
Alternative Estimates of effect size. Using the correlation as a scale free estimate of effect size
allows for combining experimental and correlational data in a metric that is directly interpretable
as the effect of a standardized unit change in x leads to r change in standardized y.
Statistic Estimate r equivalent as a function of r
Pearson correlation rxy = Cxy

σxσy
rxy

Regression by.x = Cxy
σ2

x
r = by.x

σy
σx

by.x = r σx
σy

Cohen’s d d = X1−X2
σx

r = d√
d2+4

d = 2r√
1−r2

Hedge’s g g = X1−X2
sx

r = g√
g2+4(d f /N)

g = 2r
√

d f /N√
1−r2

t - test t = 2d
√

d f r =
√

t2/(t2 + d f ) t =
√

r2d f
1−r2

F-test F = 4d2d f r =
√

F/(F + d f ) F = r2d f
1−r2

Chi Square r =
√

χ2/n χ2 = r2n
Odds ratio d = ln(OR)

1.81 r = ln(OR)
1.81
√

(ln(OR)/1.81)2+4
ln(OR) = 3.62r√

1−r2

requivalent r with probability p r = requivalent

multiple predictor variables and multiple cor-
relation (Pearson, 1901). The problem is one
of distinguishing between the direct effect of a
predictor from the total effect . The total effect
is the observed correlation, but the direct ef-
fect removes the effect of the other, correlated
predictors. For a data matrix NXn of N obser-
vations and n predictor variables and one crite-
rion variable, y, if each of the predictor vari-
ables (x1 . . .xn) relates to y with correlations
rxy = rx1y . . .rxny and the x variables are them-

selves intercorrelated with correlation matrix R,
then the predicted values of y (ŷ) are

ŷ = βX = rxyR−1X . (5)

If the predictor set xi, . . . ,xn are uncorrelated,
then each separate variable makes a unique con-
tribution to the dependent variable, y, and R2,
the amount of variance accounted for in y, is the
sum of the individual r2

iy. Unfortunately, most
predictors are correlated, and the β s found in
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Equation 5 are less than the original correla-
tions and since

R2 = ∑βirxiy = β
′rxy

the R2 will be less as the predictors become more
correlated. An interesting, but unusual case, is
that of suppression where a predictor, xs does
not relate to the criterion, y, but does relate to
the other predictors. In this case xs still is useful
because it removes the variance in the other pre-
dictors not associated with the criterion. This
leads to an interesting research problem for not
only do we need to look for predictor of our
criterion variable, we also need to look for non-
predictors that predict the predictors!

The predictor set can be made up of any com-
bination of variables, including the products or
powers of the original variables. The products
(especially when mean centered) represent the
interactions of predictors (Cohen et al., 2003;
Judd et al., 2009). Basic regression, multiple
regression and graphic displays of residuals are
all available in R using the lm or glm functions.
The later considers the case when the depen-
dent (criterion) variable is dichotomous such
as success or failure (logistic regression), dis-
crete count data such as number of days miss-
ing school or number of times married (Pois-
son, quasi-Poisson, and negative binomial re-
gression).

Spurious correlations

Although viewing the correlation coefficient
as perhaps his greatest accomplishment, Pear-
son (1910) listed a number of sources of spurious
correlations (Aldrich, 1995). These are chal-
lenges to all kinds of correlation, simple as well
as multiple. Among these is the problem of ra-
tios and of sums, and of correlations induced by
mixing different groups. For the first problem,
if two variables are expressed as ratios of a third
variable, they will necessarily be correlated with
each other. A related problem is when scores
are forced to add up to a constant (i.e., they
are ipsatized). In this case, even k uncorrelated
variables will have a correlation of -1/(k-1) if
they are ipsatized. As shown by Romer & Rev-
elle (1984), the forced ipsatization of behavior
ratings done by Shweder & D’Andrade (1980)

led to the false claim of systematic distortion in
interpersonal perception.

If data are pooled across groups, the overall
correlation can be very different than the pooled
within group correlation. Recognized as a prob-
lem since Yule (1912), Simpsons paradox (Simp-
son, 1951) was seen when sex discrimination in
admissions was reported at the University of
California, Berkeley. In 1973, UCB admitted
about 44% of male applicants but, only about
35% of the females. What seems to be obvi-
ous sex discrimination in admissions became a
paper in Science when it was discovered that
the individual departments, if discriminating at
all, discriminated in favor of women (Bickel et
al., 1975). The women were applying to the de-
partments which admitted fewer applicants as
a percentage of applicants

The human eye and brain are superb pat-
tern detectors. Using graphical displays rather
than numeric tables helps detect strange rela-
tionships in one’s data that are due to various
artifact (Anscombe, 1973; Wainer, 1976; Wainer
& Thissen, 1981). In a comparison of many
statistical procedures to detect the underlying
correlation in the presence of noise, the most ro-
bust estimator (least sensitive to noise and most
sensitive to the underlying correlation) was the
pooled estimates of a set of students trained to
look at scatter plots (Wainer & Thissen, 1979).

Data quality: Reliability

The correlation of two variables is an index
of the degree that variability in one is associ-
ated with variability in the other. It is not
an index of causality, nor does it consider the
quality of measurement of either variable. For
X may directly cause Y, Y may directly cause
X, or both may be caused by an unobserved
third variable, Z. In addition, observed scores X
and Y are probably not perfect representations
of the constructs both are thought to measure.
Thinking back to Equation 1, the measure of X
reflects a model of X as well as error in measure-
ment. This realization led Spearman (1904b) to
develop the basic concepts of reliability theory.
He was the first psychologist to recognize that
observed correlations are attenuated from the
true correlation if the observations contain er-
ror.
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Now, suppose that we wish to as-
certain the correspondence between
a series of values, p, and another se-
ries, q. By practical observation we
evidently do not obtain the true ob-
jective values, p and q, but only ap-
proximations which we will call p’
and q’. Obviously, p’ is less closely
connected with q’, than is p with
q, for the first pair only correspond
at all by the intermediation of the
second pair; the real correspondence
between p and q, shortly rpq has
been ”attenuated” into rp′q′ (Spear-
man, 1904b, p 90).

To Spearman, the reliability of a test, p’, was
the correlation with one just like it, p” (a paral-
lel test). The problem of how to find test relia-
bility has bedeviled psychometricians for more
than 100 years (Spearman, 1904b), (Spearman,
1910), (Brown, 1910), (Guttman, 1945), Cron-
bach (1951), and we can only hope that we are
coming to a solution (McDonald, 1999; Revelle
& Zinbarg, 2009; Sijtsma, 2009).

Classical Test Theory. The solutions to the
reliability question in classical test theory (Lord
& Novick, 1968; McDonald, 1999) were exten-
sions of the original suggestion by Spearman
(1904b) for parallel tests. If estimated with two
or more tests, the reliability of the composite
is a function of the number of tests going into
the composite (Brown, 1910; Spearman, 1910).
Guttman (1945), although arguing that relia-
bility was only meaningful over time, proposed
six different ways of estimating reliability. One
of these six (λ3) was discussed later by Cron-
bach (1951) as coefficient α. Although routinely
dismissed as an inappropriate estimate of relia-
bility (Cronbach & Shavelson, 2004; McDonald,
1999; Revelle, 1979; Sijtsma, 2009; Zinbarg et
al., 2005), α remains the most reported estimate
of reliability. But α is always less than or equal
to the true reliability (Guttman, 1945; Sijtsma,
2009) and is a poor way of assessing the homo-
geneity of a test. A test can have a substantial
α even though the test measures two unrelated
concepts (McDonald, 1999; Revelle, 1979; Rev-
elle & Zinbarg, 2009). With the use of the omega
function in the psych package, the two estimates

developed by McDonald (1999), ωh and ωt are
now easily calculated. ωh (omega hierarchical)
is the amount of variance that a general factor
accounts for in a test and ωt is the total amount
of reliable variance in a test (McDonald, 1999;
Revelle & Zinbarg, 2009). ωh ≤ α ≤ωt and only
in the case of a purely one factor test with equal
item correlations will they be equal.

In addition to measures of reliability assessed
using measures of a test’s homogeneity, reliabil-
ity is also of concern when measuring the same
trait twice over an extended period of time. But
such test-retest reliability or stability is not nec-
essarily good for all measures. When assessing
ability or a personality trait such as extraver-
sion, test-retest reliability over extended peri-
ods of time is a sign of a stable trait. That
IQ scores at age 11 correlate .66 with IQ scores
at age 80 is remarkable and shows the stability
of IQ (Deary et al., 2004). It is important to
recognize that reliability is a rank order con-
cept and that even with a perfect test-retest
correlation, all the scores could have increased
or decreased drastically. High test-retest relia-
bility is not necessarily a good thing: to find
a high test-retest of a measure of mood over a
few days would imply that it is not a mood test,
but rather a test of trait affectivity. That raters
give similar ratings as other panel members on
a selection board (Goldberg, 1966) is a sign of
inter-rater reliability, a global measure of which
can be found by using the Intra-Class Correla-
tion (Shrout & Fleiss, 1979).

The intraclass correlation expresses the relia-
bility of ratings in terms of components of vari-
ance associated with raters, targets, and their
interactions and can be extended to other do-
mains. That is, the analysis of variance ap-
proach to the measurement of reliability focuses
on the relevant facets in an experimental design.
If ratings are nested within teachers whom are
nested within schools, and are given at different
times, then all of these terms and their inter-
actions are sources of variance in the ratings.
First do an analysis of variance in a general-
izability study to identify the variance compo-
nents. Then determine which variance compo-
nents are relevant for the application in the de-
cision study in which one is trying to use the
measure (Cronbach et al., 1972). Similarly, the
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components of variance associated with parts of
a test can be analyzed in terms of the general-
izability of the entire test.

Item Response Theory: the new psychomet-
rics. Classic psychometrics treats items as ran-
dom replicates and models the total score. As
such, reliability of measurement is a between
person concept that does not allow a unique
specification of the amount of error for each in-
dividual. Reliability is enhanced if the test vari-
ance goes up, and is meaningless for a single in-
dividual. The “new psychometrics” (Embretson
& Hershberger, 1999), on the other hand, con-
siders the information in each item and thus is
able to talk about the precision of estimate for a
score for a single person. Primary advantages of
IRT procedures are that they can identify items
that have differential item functioning (DIF)
in different groups, test items can be formed
into tests tailored for specific ability groups, and
tests can be made adaptive. This ability to tai-
lor a test to a particular difficulty level, and
even more importantly, adaptively give items
to reflect prior response patterns is one of the
great strengths of IRT. For with a suitable item
bank of many items, this allows researchers to
give fewer items to any particular subject to ob-
tain the same level of precision possible when
using classical test methods. Examples of using
IRT in clinical assessments include everything
from measuring ease of breathing in cardiac pa-
tients to assessing psychopathology in the clinic
(Reise & Waller, 2009). There has been an
explosion of handbooks (Linden & Hambleton,
1997) and textbooks (Bond & Fox, 2007; Em-
bretson, 1996; Embretson & Reise, 2000) on IRT
and now, with R it is easy to do. However, to
counter some of the enthusiasm for IRT, Mc-
Donald (1999) and Zickar & Broadfoot (2009)
suggest that classical test theory is still alive
and well and worth using for many applications.
In most cases, the correlations of IRT and clas-
sical estimates are very high and perhaps the
primary advantage of IRT modeling is the real-
ization that observed responses are not linearly
related to the latent trait being assessed.

Data usefulness: Validity

That a test or a judge gives the same value
for a person over time is nice, but what is more
important is do they give the right answer? Un-
fortunately, this is a much harder question to
answer than is the test reliable. For what is the
right answer? (Shooting an arrow into the same
part of a target is reliability, hitting the bull’s
eye is validity, but this requires having a target.)
Assessing validity requires having a criterion.
This was the chief problem when selecting spies
for the Office of Strategic Services (OSS As-
sessment Staff, 1948) as well as the selection of
Peace Corps Volunteers (Wiggins, 1973), both
classics in assessment, and both suffering from
an unclear criterion. If the criterion is fuzzy,
validity will necessarily be low.

With the focus on data as model plus resid-
ual, validity can be said to be measured by how
well the model fits, compared to other mod-
els, and compared to what we would expect by
chance. We prefer to have models using fewer
parameters and not to be “multiplying entities
beyond necessity”2. This implies there is not
one validity, but rather a process of validation.
Is a model useful? Is a model more useful than
others? Is there a more simple model that does
almost as well? This has become the domain of
latent variable modeling.

Latent variable modeling

Spearman (1904b) recognized that the ob-
served variable is befuddled with error (Equa-
tion 2) and that the underlying latent (or unob-
served) score should be modeled when correct-
ing correlations for unreliability. By disattenu-
ating correlations, he hoped to study the under-
lying mechanisms. This switch from observed to
latent variables was the basis for factor analysis
and the search for a general factor of intelligence
(Spearman, 1904a).

2 Although this dictum is probably neither origi-
nal with William of Ockham nor directly stated by
him (Thorburn, 1918), Ockham’s razor remains a
fundamental principal of science.
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Factor analysis, Components Analysis,
Cluster Analysis, Multidimensional scal-
ing

Classical test theory is a model of how mul-
tiple items all measure a single latent trait. By
knowing the latent variable and the resulting
correlations of items with that latent variable,
it is possible to perfectly predict the covariances
between the items by taking the product of the
respective correlations with the latent variable.
This is the model known as a single factor. If all
the items in a correlation matrix, R, are mea-
sures of latent variable, F then the correlations
can be modeled as

R = FF ′+U2 (6)

where F is a vector (a one dimension matrix)
of correlations of the variables with the latent
factor, and U2 is a diagonal matrix of residuals.

Even when generalizing this to more than
one factor, Equation 6 remains the same ma-
trix equation. Equation 6 when expressed in
terms of single correlations, the elements of R,
becomes for i , j

ri j =
c

∑
k=1

fik f jk (7)

that is, the correlation between any two vari-
ables is the sum of the products of their respec-
tive factor loadings on c factors.

Equation 6 is expressed in matrix algebra and
is (with modern computational techniques) a
very simple problem. As originally developed
in terms of operations on tables of correlations
(e.g., Equation 7) this was a difficult problem
with one factor and an extremely difficult prob-
lem with more than one factor. However, with
the introduction of matrix algebra to psycholo-
gists in the 1930s, Thurstone (1935) and oth-
ers were able to exploit the power of matrix
algebra (Bock, 2007). Recognizing that factor
analysis (FA) was just a statistical model fit-
ting problem and that goodness of fit statis-
tics could be applied to the resulting solutions
(Lawley & Maxwell, 1963) made factor analy-
sis somewhat more respectable. The advent of
powerful and readily available computers and

computer algorithms to do factor analysis has
led to much more frequent use of this powerful
modeling technique.

Factor analysis models the observed patterns
of correlations between the variables as the sum
of the products of factors. At the structural
level, this is just a problem of solving a set of
simultaneous equations and (roughly speaking)
if there are more correlations than unobserved
factor loadings, the model is defined. Models
with more or less factors can be compared in
terms of how well they capture the original co-
variance or correlation matrix. However, be-
cause the factors are themselves unobservable,
they can only be estimated. Thus, although
completely defined at the structural level, fac-
tors are undefined at the level of the data.

This indeterminacy has led some to argue
against factor analysis and in favor of princi-
pal components analysis (PCA). PCA forms lin-
ear sums of the observed variables to maximize
the variance accounted for by successive compo-
nents. These components, since they are linear
sums of the observed variables, are completely
determined. But the components, by summing
the observed data, are no more parsimonious
than the original data. If, however, just the
first c components are extracted, then they are
the best set of c independent linear sums to
describe the data. Both factors and compo-
nents have the same goal, to describe the orig-
inal data and the original correlation matrix.
Factor analysis models the off-diagonal elements
(the common part) of the correlation matrix,
while components model the entire correlation
matrix. Although the two models are concep-
tually very different, and will produce very dif-
ferent results when examining the structure of
a few (< 20− 30) variables, they are unfortu-
nately frequently confused, particularly by some
of the major commercial statistical packages.
The models are different and should not be seen
as interchangeable.

Exploratory Factor Analysis (EFA) is used
to find the structure of correlation matrices
where items/tests are allowed to freely corre-
late with all factors. Rotations towards sim-
ple structure attempt to reduce the complex-
ity of the solution and to make for more easily
interpretable results. The factors as extracted
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from a EFA and the components as extracted
from a PCA are independent. But it they are
transformed to give them a simple structure
where each item has a high correlation on one
or only a few factors or components, then the
factors/components probably will become cor-
related (oblique). What is the best transfor-
mation and how best to determine the opti-
mal number of factors remains a point of de-
bate although there is almost uniform agree-
ment among psychometricians that number of
factors with eigen values greater than one is
the worst rule for determining the number of
factors. This is, unfortunately, the default for
many commercial programs.

A model which uses some of the logic of factor
analysis but differs from EFA is cluster anal-
ysis. Hierarchical clustering algorithms (e.g.,
ICLUST, Revelle, 1979) combine similar pairs
of items into clusters and hierarchically combine
clusters until some criteria (e.g, β or the worst
split half reliability) fails to increase. ICLUST,
as implement in R has proved useful in form-
ing reliable and independent scales in an easily
understood manner (Cooksey & Soutar, 2006;
Markon, 2010).

An alternative data reduction and descrip-
tion technique that can produce drastically dif-
ferent solutions from FA or PCA is multidi-
mensional scaling (MDS). MDS is also a fitting
procedure, but when working with a correlation
matrix, rather than treat the correlations as de-
viating from zero, MDS tries to minimize the
deviations of the correlations from each other.
That is to say, it fits the correlation matrix after
removing the average correlation. The result-
ing solutions, particularly when the data have a
general factor (e.g., ability tests) represent how
different tests are from the average test, rather
than how different correlations are from zero.
This can be particularly useful when examin-
ing the micro-structure of a battery of highly
correlated tests.

Structural Equation modeling

Structural Equation Modeling (SEM) com-
bines basic regression techniques with factor
analysis modeling of the measurement of vari-
ables (Loehlin, 2004). Essentially, it is regres-
sion analysis applied to the dis-attenuated co-

variance matrix. In the modeling tradition it
forces one to specify a model and then pro-
vides statistical estimates of fit that can be
compared to alternative models. The power
of SEM is that complex developmental growth
models (McArdle, 2009), or hierarchical mod-
els of ability (Horn & McArdle, 2007) can be
tested against alternative models. Examples
applied to personality measurement include a
Multi-trait Multi method analysis of the Big 5
(Biesanz & West, 2004). Perhaps a disadvan-
tage of the ease of running SEM programs, is
that some users are misled about the strength
of their results. Because of the tendency to draw
SEM path models with directional arrows, some
users of SEM techniques mistakenly believe that
they are testing causal models but are disabused
of this when they realize that the models fit
equally well when the “causal” direction is re-
versed. Other users fail to realize that a good
model fit does not confirm a model and that it
is necessary to consider fits of the multiplicity
of alternative models.

Multi level modeling

The correlation within groups or individu-
als is not the same as the correlation between
groups or individuals. What appears to be
a strong relationship across groups can vanish
when considering the individual within groups
(Robinson, 1950; Yule, 1912). What had been
seen as a challenge is now treated using the
techniques of multi-level modeling. The use of
multi-level modeling techniques (also known as
Hierarchical Linear Models or mulit-level Ran-
dom Coefficient models) disentangle the effects
of individuals from other, grouping effects in
everything from developmental growth curve
studies to studies of organizational effectiveness
(Bliese et al., 2007). The clear two-three dimen-
sional structure of affect as assessed between in-
dividuals (Rafaeli & Revelle, 2006) differs from
individual to individual in terms of the pattern-
ing of affect experience overtime within individ-
uals Rafaeli et al. (2007). What appear to be
systematic effects of birth order on intelligence
disappear when modeled within families (Wich-
man et al., 2006).
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Computer modeling

Although hard to tell from reading most of
literature in differential psychology, not all the-
ories are tested by data analyzed using the gen-
eral linear model. Some theories make predic-
tions that are best tested using computer sim-
ulations. The theories are tested for reason-
ableness of results rather than fits to observa-
tions of the behavior of living subjects. The Dy-
namics of Action (Atkinson & Birch, 1970) and
its reparameterization as the Cues-Tendency-
Action (CTA) model (Fua et al., 2010; Revelle,
1986) predict dynamic patterning of behavior
that is a non-linear consequence of the initial
parameters. Connectionist models of personal-
ity (Read et al., 2010) or computational models
of individual differences in reinforcement sensi-
tivity (Pickering, 2008) make similar non-linear
predictions that show the power of a few basic
parameters in producing wide ranging variabil-
ity in predicted outcome. Modeling is a method
of research that has proven to very powerful in
fields ranging from climate research to evolu-
tionary biology to cognitive psychology. With
the ease of use of modeling software we can ex-
pect modeling to become a more common re-
search method in differential psychology.

Conclusion

Differential Psychology is an extremely broad
area of study. We have reviewed the major
themes of data collection and methods of data
analysis with the recognition that each section
is worthy of a chapter in its own right. The ba-
sic theme is that Data = Model + Residual and
the researcher needs to decide what constitutes
data, what is an appropriate model, and what
is reasonable to leave as a residual for someone
else to model. In terms of data collection we
are limited only by our imagination. Although
great progress has been made since Galton and
Spearman, the problems of data analysis remain
the same. How to model and evaluate models
of data.
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